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I. INTRODUCTION 

This document is a report of the results of ,Phase I of the Study of a 
Low Altitude Satellite Utilizing a Data Relay Satelk*e System conducted by 
Hughes Aircraft Company Space Systems Division : o r  the National Aeronautics 
and Space Administration, Goddard Space Flight jCenter, under Contract 
NAS 5-11602. f 

1 
n 

The purpose'of this I-year study (19 July 1968 to 19 July 1969) is to 
kvestigate the technical considerations associated with a low altitude satel- 
lite (LAS) operating in conjunction with a data relay satellite system (DRSS). 
The stedy is being conducted in two phases. Phase I consists of amlysis  and 
trade studies dealing with LAS-DRSS comm&ication and with LAS subsys- 
tems. 
results of Phase I. 

Phase II consists of a spacecraft conceptual design based upon the 

The basic spatial relationships of an LAS-DRSS system are illustrated 
in Figure 1. 
while the LAS is relatively near the earth. 
ted DRSs, an LAS is in view of one at all times. 
seen from two ground stations. 
tem extremely attractive because they offer the potential for continuous 
communication between the LAS and a small number of ground stations. Two 
fundamental consequences of the continuous communication capability are: 

The DRSs are at geostationary altitude in zn equatorial orbit, 

Further, all DRSs can be 
With two or  more properly ioca- 

These properties make an a - D R S S  sys- 

I )  Elimination of the need for LAS data storage 

2) Reduction in the cost :*f ground tracking by providing continuous 
command, telemetry, tracking, and experiment data transmission 
with a small number of ground stations that transmit to andreceive 
from geostationary relay satellites 

To take advantage of the continuous communication potential of an 
LAS-DRSS, the satellifes must be able to establish a communication link 
capable of handling th t  -ype and quantity of data required. A number of 
technical problems for the LAS and DRSS accompany this requirement. 
study deals only with the LAS and with the impact on its design of providing 
the capability of transmitting data to and receiving from a system of DRSs. 
In addition, a number of topics relevant to U S  design are  presented in this 
report. 

This 
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The LAS, in general, is earth-oriented and may have arbitrary 
orbital inclination. 
require the LAS antenna gain to be relatively large - greater than 30 dB. 
Such an antenna is highly directive and must be steered in some nianner to 
allow data transmission to a DRS. 
system electronics, and antenna steering system are closely interrelated. 
Antenna size and steering requirements also influence the LAS structural 
cor gguration. 
the method of stabilization o r  attitude control. 
major areas which influence the LAS design. 
emphasis include : 

Data quantity requirements, discussed in Section 2, may 

The gain of the antenna, communication 

Just as  potent an influence on the configuration, however, is 
Thus, there are a number of 

These study areas of major 

1) Antenna pointing 

2) Antennas 

3) Communication system 

4) Attitude' control 

Each of these topics is treated separately in this report, and the 
inter relationships are discus sed. 

Design of other spacecraft subsystems may be affected by the relay 
The telemetry and command system, power system, and thermal con- 

To provide a meaningful 
and data parameters, Section 2 

link. 
trol system, are discussed briefly in Section 8. 
range of a number of spacecraft subsystems 
deals with LAS missions and sensors. Several topics of general interest in 
support of the major study areas are treated in Section 3. 

Figure 1. General LAS-DRSS Orbital 
Relationship 
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2 .  MISSIONS AND SENSORS 

2 .1  INTRODUCTION 

The purpose of this chapter is to discuss potential applications for 
low-altitude satellites (US) operating in conjunction with a data relay satel- 
lite system (DRSS) in order to develop ranges for parameters associated 
with various spacecraft systems such as the communication, control, a i d  
power systems. 
study by supplying some cogent reasons for employing LASS, and hence 
provide a partial justification for the study and a stimulus for additional 
progratris and study. 

A'secondary purpose is to provide a completeness to this 

The following section discusses LAS missions, and Section 2.3 deals 
Section 2.4 discusses with sensors associated with some of these missions. 

the ramificatior,s of mission and sensor considerations on the spacecraft in 
terms of weight, power, and size and presents representative values for 
these garameters for a typical and popular mission. 
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2.2 MISSIONS 

Missions for an LAS can be separated into several broad categories. 
Six of the major areas  a r e  listed below. 

Earth observation - This category includes all missions requir- 
ing optical or microwave imaging of the earth's surface. High 
resolution will result in high data rates or, equivalently, large 
bandwidth. 

Navigation -An LAS may be used as an aid to  navigation by 
ships and aircraft. Furthermore, communication through an 
LAS/DRS system to a ground station may be more reliable 
in isolated areas such a s  niidocean locations. 

Science - This mission area includes scientific experiments in 
the extraterrestrial environment, the testing of new or modified 
spacecraft subsystem concepts, and astronomical observation. 

Geodesy - Measurements of the earth's magnetic field or, in 
general, of the near-earth environment or  topographical mea- 
surements of the earthls surface a re  examples of missions 
falling within this category. 

Data collection - One- of the most useful missions of an LAS 
will be the rapid gathering of data from many diverse remote 
sensors,such a s  river gauges, rain gauqes, buoys, etc. 
The LAS will interrogate instrument packages on or near 
the earth's surface and relay the data to a ground station 
through a DRS. 

Of the above missions, earth observation is probably the most 
popular. And, in general, earth observation data will, because of the farge 
bandwidth required, present the greatest challenge to LAS design for opera- 
tion with a DRSS. This study addresses itself to LAS design considerations 
associated with supporting sensors for such a mission and transmitting the 
data to the ground through a DRSS. 

2.2. 1 Earth Observation Data 

In today's complex and highly developed societies, the collection 
and distribution of information concerising the earth is an increasingly impor- 
tant factor in technologically based economies. 
for information will continue to increase a s  the expanding population and the 
desire for a better quality of life impose severe demands on the world's 
resources. Population projections for the United States range from 215 to 
240 million for 1975 and from 270 to 380 million for the year 2000. World 
populafioi by 2000 AD i s  expected to be above 6.3 billion unless population 
control methods a re  made effective. 

In the future, man's need 

In 1955, the arable land per person 
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was about 1.25 acres; by 2000, it is expected to decrease to little more than 
one-half acre per person. Thus, the severe demand on the earth's resources 
iii tlie future is clear. 
resources on both a global and regional basis may allow optimum exploitation 
of these resources. 

Information on the extent and distribution.of the earth's 

One of the most promising means of meeting future information 
requirements eL.xvxnicallv is a system of operational observation satellites. 
Carrying sensors at orbital altitudes; such earth observation satellites offer 
the potential of providing complete sur.re)rz G f  tLe earth's surface on a synop- 
tic basis and detailed observations of selected areas. 
ing referred to here is the sensing of reflected or  emanated electromagnetic 
radiation from the ultraviolet through the visible and infrared ana into the 
microwave portion of the electromagnetic spectrum. One major advantage 
of satellite observation over aircraft or  balloon observation is that complete 
coverage qf the earth is possible within a matter of days, depending on the 
sensor, resolution, and cloud cover. Furthermore, access to some areas 
by aircraft is prohibited by local governments, but spacecraft a r e  not sub- 
ject to these restrictions. 

Th-. r.ature of the sens- 

A related advantage is that all data from a satellite will be collected 
by the same set of sensors, thus eliminating the e r r o r s  due to sensor non- 
uniformity-and calibration discrepancies which arise in aircraft o r  balloon 
observation systems. 

Preliminary estimates' indicate that orbital earth observation will be 
considerably less expensive than even a single synoptic global coverage with 
airborne sensors. 

Placing sensors in spacecraft precludes the fine resolution possible 
from lower altitudes. 
or la rge  portions of it do not require fine resolution. 
major crop distributions, ocean temperature mapping, and the detection of 
geologic lineaments, too firre a resolution would give detailed data, some- 
what obscuring the desired informaticn. 
applications for data from presently available sensors. 

But many of the reasons for observing the entire earth 
For the recognition of 

Furthermore, there a r e  many 

Applications 

The potential uses of earth utcer- ation data are ma.y  and varied. A 
discussion of some of the more ob. .XE and important ones is given in the 
University of Michigan report1. 
summarizes the expected areas of application. 

TzCie 1, taken from that reference, 

i Peaceful Uses of Earth Observation Spacecraft, VoIumes I, 11, and III, 
University of Michigan for NASA, NASA CR-586. 
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TABLE 1. APPLICATIONS O F  EARTH OBSERVATION DATA 

Cartography 
Map preparatiorl 
Map revision 

Gecgraphic Studies 
Land use studies (current distribution, trends, 0ptimur;l use) 

Urban areas  
Rural settlement patterns 
Forests  

T ranspor t ation 3e two r k s 
Proxy measu2ements of levels of economic actixrity 
PopclatirJn estimates 

Food Resources 
Fisheries 

Locatian of fishing grounds 
Monitoring of fishing vessels 

Soil treatment material surveys (limestone, fertilizer, etc. ) 
Agricultural land use studies 
Soil classification and mapping 
Soil conservation studies 
Studies of site productivity, growth processcs 
Range management (evaluation of vegetative cover) 

Agricultur a1 r e  sources 

Aids to Agricultural Operations 
Agricultural census 
Crop prediction ar-d control 

Agrici 'tural statistics 
Crop-c .mtrol compliance checks 

Detection of disease or  insect damage 
Drought prediction 

Forest  Resources 

Fore st inventory 
Prvte ction agairlst fore st  fires 

Danger assessment 
Early detection 
Surveillance 

Oil and Mineral Resources 
Rcl.cmnaissanc:e for  new sources 
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Table 1 (continued) 

Wildlife and Recreation-Area Management 
Wildlife and waterfowi habitat assessment 
Beach -area surveillance (water pollution, wind, and wave action) 
Tracking wildlife (caribou, fur seals, African and Australian 

herd animals) 

Water Supply Prediction 

Water yield estimates 
Streamflow estimates 
Soil moisture conditions 
Basin geomorphology 
Flood prediction, assessment, and control 

Prediction of runoff 
Delineatian of flooded areas 

Distributicn of water pollutants 

Weather Forecasting and Studies of Climatic Trends 
Sea surface temperatures 
Ocean currents 
Fore st influences 
Vegetative map 
Meas1?yem.ent of biomass 
Energy budget 
Snow, ice, glacier reconnz;.. * esance 

Air Pollution 
Ship rocting 

Sea- stat:: measurement 
Sea-icc: reconnaissance 

Ship tracking 
Sea rescue 

-4ids to Engineering Projects 
Dam- site reconnaissance 
Highway routing 

Detection cf Unknown Archaeological Sites 
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Figure 2. Resolution Versus Data 
Rate for Earth Coverage 
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Resolution and Data 

For earth imaging, a basic consideration, independent of the sensor 
used, is the relationship between ground resolution, earth-coverage time, 
and data rate. This relationship has an important Searing on the choice of 
communication eqspment, and a brief study will  allow ranges for the vari- 
ables to be determined. Theze are approximately I. 97 x IO8 sqcare miles 
of surface area: thus, i f  the resolution of a sensor is r linear feet, then 
there =*ill be 

7 (1.97 x IO8;  (2.788 x 10 1 
2 r 

resoiutian elements. And if radiance level is encoded into a binary signal of 
b bits. then there will be ( 5 . 5  x 1015) b/rz bits of information. 
denotes the t h e  in days allowed ta cover the entire earth, then the data rate 
D in bits per se -ond is given by 

Now if T 

bPS 
D =  ( 5 . 5  x 1 0 5  b - - (6 .36  x 10'') b 

(8.64 x IO*] T r2 T rz 

A common and usually adequate number for b is 5. 
the above formxla 

Substituting this into 

T rC 

6 Thus, if r = 100 feet and T = 10 days, D = 3. I 8  x 10 bps, Equation 2 is 
plotted in Figure 2 where it can be seen that for T = 30 days and r = 100 feet, 
D = IO6 bps. 

If imagisg in several spectral regions is implemented, the data 

Thus, for good quality imaging in, say, five to sever& spectral 
associated with each spectral band will have a rate similar to the examples 
abcve. 
regions, a composite data rate of IO7 bps is foreseeabie. If higher resolu- 
tiop or shorter coverage time is desired, the data rate codd easily increase 
to IO8 bps or  higher. 

Concfusi on 

The conclusion of importance to this study is that communicati n 

- 
8 sv tem analyses and trades should consider data rates in the range 10 t o  

I O  8 bps or, equivalently, baseband bandwidths of 1 to  50 MHz. 
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2.3 EENSOFS 

Selection of sensors for the mission of the satellite wiff depend on 
the exFcted areas of data al;pfication such as gecgraphy, agricultare, 
forestry, iydrology, oceanography, geclopy, :nd meteorology. 
discussion, emphasis is pfaced on earth observation and data collection 
sensors since these have the nost stringeat requirements. 

In this 

As mentioned previol;sl;r, the most pcpular and geneTally agree6 
upon infcrmation is that obtained by multispectral imaging ir the visible and 
irfrared regions of the electron--agnetic spectrum. Other techniques for 
obtaining useful information incl ide radar scatteronetry for sea- state deter- 
miriatian, radio interrogation of .surface se.isors, radar mapping to pene- 
trate cloui! cover ar-d complement optical imaging ar-d, possiSlv, laser 
altimeter sensiag for topographicai studies and sea- state determination. 
Sensors and equipment required for these techniques are avallable, o r  can 
be readily developed, and are discussed below-. 
considered here a d  their weight, power, and data charazteristics. 

Table 2 lists the sensors 

2.3.1 Optical Imagirg 

The basic problem in multispectral imaging is simultaneously obtain- 

To obtain a picture 
ing the desired coverage and resolution. 
desire to have the satellite in orbit for 1 o r  more years. 
of an area 100 statute miles wide with 100 to ZOO-foot resoluticn requires 
roughly 3000 to  5000 television lines, compared with the 600 tc 800 lines 
provided by present space TV systems. 
development appear to meet the requirements. 

Fiim is precl.:ded because of the 

Two types of sensors currently in 

The first sensor is an extension of conventional TV techniq-Jes called the 
r e t l rn  beam vidicon, which shows promise of a 3500-TV line Ern-ding res+ 
lution in the next year with improvement to more than 5000 lines rbreseen fc r 
the future. To obtain the multispectzal characteristics, *hree I-eturn beam 
vidicons would be used with a spectra! filter in front of eack 4-11 three 
cameras would be simuitaneously shuttered for several milliseconds to 
limit blurring from the motion of the satellite. 
shutter, and vidicon tebes would have to be carefclly synchronized and 
aligQed so that the three colors could be recornbiqed on the gromd. 
would be rezd out from the vidicon surfaces every 24 seconds. 
a longitudinal swath of contiguous 100 by 100 statute mile picture frames 
would be produced. 

The primary O ~ I I C S ,  system 

Pictures 
In this way, 

The second imaging sensor operates on the same principle s s the sph- 
scan camera developed by Hughes for taking color photographs fromthe Applica- 
tions Technology Satellite (ATS). This device images a small spat field of view 
ti. e. , 200 by 200 feet as projected on the earth' s surface) onto a single-point 
detector such as a photomultiplier tube or photodiode. Pictures are taken by 
optically scanning this spot across the orbit track at a rate selected so that the 
vehicle progress along the track causes consecutive sweeps tobe contiguous. The 
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crosstrack diniensiotk c f  the picture is due to the optical scm of anoscillating 
mirror,  and the longitude dimension of the picture i s  due to the satellite's 
orbit motion. The same 100-statute mile strath a s  described above would 
result. This type of imaging i s  shown schematically in €'igu.-e 3. 
and reliability of this technique are illustrated by the 1 - I i Z  years of high 
quality black and white pictures from ATS-I and the 4 months of excellent 
ccfor pictures from ATS-111. 

The quality 

A significant advantage of the multispectral scanning canicra 1 MSSC) 
is  that it can operate in the near-infrared and infrared regions as well as in 
the visible region to u-hich the return beam vidicon is constrained. 
reason is the optical simplicity of the device. which permits flexibility in 
adding detecturs for operation in the visible and infrared. 
figured a multispectril camera system that will operate in the red, green. 
0.7 to 1.2-rnicron band, and IO-micron infrared band. 
interval u-ill be of considerable use to earth resources scientists since it 
permits detection of self- radiation from earth temperature objects. The 
reference design would produce 900-f ,ot resolution in the IO-micron region 
with a capability of discriminating 1'C temperature differences. 

The 

Hughes has con- 

The latter spectral 

Dettztors for imaging in the inirared must be cooled to temperatures 
less than 10O0K, 
for several years. One candidate is a simple radiator that maintains lou- 
temperatures by radiating into cold space, 
reliable but entails preferential positioning in the spacecraft to minimize 
extraneous radiation from warm bodies. 
developed for military applications is a miniature closed-cycle refrigeration 
machine. 
perature requirements; its low pow-er and weight and high reliability make 
it a preferred czndidate. 

Two versions of the multipsectral scanning camera have been pro- 

Coolers of this type have been under development at Hughes 

The radiation to space method is 

Another technique Hughes has 

This machine is capable of meeting the infrared detector tem- 

posed. The most advanced version images in seven spectral bands with 70- 
foot resolution and weighs approximately 230 pounds including the required 
cooler. The data baseban6 from this device consists of 80 analog channels 
requiring 15 hfHz bandwidth, and the power consumption is about 100 watts. 
The other version images in  four spectral bazds with 100-foot resolution and 
weighs 67 pounds. 
t0-1 of 5 For  gmd 
quali-y pictures, 'bo*& of these cameras require a signal-to-noise ratio of 
38 dB rms/rms. However, with a scale changing technique, this may be 
reduced to 30 dB. 

Its baseband consists of 28 analog channels rqui r ing  a 
bandwidth, and the power consumption is 35 watts. 

2.3.2 APT Camera - 

camera assembly, electronics module, automatic s y n c  generator, and a VHF 
:ransm tte;. 
picture-taking and transmission. -inch vidicon tube is designed for a 
long-dtraaon storage and slow readout of the cloud cover images viewed by 
a wide k n g k  lens (108 depees) .  

The automatic picture transmission (APT) subsystem consists of a 

The APTS is programmed for continuous operatic.na1 cycles of 
The 
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Figure 3. Scan Pattern of 
Multispectral Scanning Camera 
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The ground coverage for orbital altitude of 600 n. mi. is in the order 
of 1250 by 1250 n.mi. Assuming a circular orbit, the 208-second picture 
cycle will result in above ground coverage with overlaps of about 300 n. mi. 
For  resolution capability of about 550 lines and from a height of 600 n.m., 
the ground resolution will be approximately 2.4 n. mi. in the center of the 
picture at 100 percent contrast conditios. 

The vidicon tube in the APTS camera is exposed by an electromechan- 
ical focal plane shutter for 10 milliseconds a t  F/9 lens opening. 
impinged on the vidicon face plate is stored electrically and, due to the nature 
of the vidicon tube, is available for a very slow readout (200 seconds). 

The image 

During readout, the video information is sampled at a rate of 4800 Hz, 

Next, this waveform is detected, which 
which improves the signal-to-noise ratio. 
form of amplitude-modulated pulses. 
results in a continuous analog readout which in turn is used to amplitude- 
modulate the 2400-Hz subcarrier derived from the spacecraft clock o r  auto- 
m-atic sync generator in case of failure. 
the amplitude-modulated 2400-Hz subcarrier with sidebands extending 
1600 Hz above and betow. 

The resultant waveform is in a 

The final, resultant waveform is 

The camera and associated electronics weigh ap2roximately 22 pounds 
and require 17 watts  of prime power. 
r m s  wi l l  result in good picture quality. 

2.3.3 Radar Scatterometer 

A signal-to-noise ratio of 24 d B  rms/ 

It has been suggested by various scientific investigators that sea state 
be measured from a satellite by means of a radar scatterometer. 
device uses the strength of the radar signal rettxn and the known angle of 
incidence to yield a signature that can be compared with a l ibrary of known 
sea states. From this comparison, wave height and wind cowiitions can be 
inferred. Preliminary studies irLdicate that such a device car- be built weigh- 
ing 50 pounds and requiring 50 watts of prime power. The data rate requires 
a 200-Hz bandwidth. Signal-to-noise ratio is undefined at present. 

This 

2.3.4 Synthetic Aperture Radar 

Radar mapping of land masses offers the advantages of penetrating 
cloud cover and augmenting the information obtained through optical and 
infrared imaging. 
information not available from any one sensor. 
t icnal  radar are the need for power to illuminate the area to be mapped and 
the 3asically poorer resohtion. 

Together, radar and imaging sensors offer geological 
Disadvantages of conven- 

The latter disadva2tage can be alleviated through the use of synthetic 
aperture radar, a method for storing and combining several returns f rom the 
sbme earti. point as the vehicle moves, giving the effect of a longer antenna 
(and Sence hig3er resolution) than could actually be carried. Ordinary radar  
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would require an antenna 1000 feet long to provide 250-foot resolution at 
500 n, mi, ; whereas synthetic aperture radar processing can image with 
similar resolution using relatively small antennas. Theoretically, these 
antennas could be quite small, but, practically, the longest antenna the 
vehicle can accommodate would be used so that power can be minimized. 

The technical aspects of these radars are well-known; however, 
their value for earth resources is controversial. 
10-inch region give images deemed valuable 5y geologists for disclosing 
hydrological features and ice formations; while less than an inch is favored 
by agriculture experts for crop discrimination and by geologists for dis- 
closing lineament. 
makes it clear that a synthetic aperture radar sensor must be used at as 
low an orbit as possible. 
altitude, and swath width on power requirements for the radar. 

Wavelengths in the 4 to 

In either case, the power penalty caused by high altitudes 

Figure 4 shows the effects of antenna size, orbit 

Figure 4. Synthotic Aperture Radar 
5-rn antenna except where otherwise noted 

2.3. 5 Laser Altimeter 

It has been postulated that a laser altimeter would provide informa- 
tion useful for sea- state determination and orographical mapping with higher 
resolutican than possible with radar. At present, since no information exists 
on weight, power, or data requirements, this device represents an 
extremely inter e sting experiment . 
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2.3.6 Remote Instrument Interrogation 

There a r e  two basic concepts currently under consideration for 
interrogation of remote instrument packages. The first, called information 
retrieval and location system (IRLS), interrogates by radio command instru- 
ment packages on the ground, on buoys, or on balloons. Such a system, 
designed fo7 operation on the Nimbus vehicle, weighs 35 pounds and requires 
128 watts of pow--* and a 20-kHz data baseband. A simplification of this 
information retrieval system is possible by eliminating the position deter - 
mining feature. Such a device wi l l  interrogate instruments whose lacations 
are known or can be estimated by other means. A preliminary study indi- 
cates a weight of 35 pounds, a requirement of 6 watts power, and a I-kHz 
data baseband. 

The second system, designated omega position location equipment 
(OPLE), utilizes the present omega navigation system (ONS). 
consists of ground-based stations transmitting synchronized signals which 
may be phase-compared for position determination. Transmission of the 
signals received by the instrument package, together with the instrument 
data to the satellite and then back to the ground station, will ailow determi- 

requiring 96 watts of power and a 100-k?Iz data baseband for 40 interrogation 
channels. 

This system 

, nation of the package location. Such a system can be built weighing 31 pounds, 

2.3. 7 Sensor Combination 

In order to arrive at a representative spacecraft payload which will 
lead to meaningful design analysis and trade studies for an U S ,  a combina- 
tion of sensors 3as been selected. 
MSSC, a radar scatterometer, and the IRLS remote instrume,nt interrogation 
system. 

The combination consists of the four-band 

Although the laser altimeter would be an interesting experiment, at 
F rom Table 2, present, lack of information precludes consideration here. 

it can bc seen that a synthetic a r ray  radar is in a different class from other 
sensors in terms of power and weight. Thus, the choice that remained was 
which sensor to choose in the optical imaging group and the instrument 
interrogation group. 
camera chosen is much superior to the APT camera, but somewhat lower 
in quality than the seven-bxid MSSC. 
weight as a result of choosing the four-band MSSC over the seven-band MSSC. 

The fRLS is one of the better of the three, and the 

Note the saving in both power and 

The combination of the three sensors - four-band MSSC, IRL instru- 
ment interrogation system, and a radar scatterometer - is a very attractive 
payload. 
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2.4 SPACECRAFT CONSIDERATIONS 

To provide a guideline, especially for configuration concepts, the 
power and weight of subsystems were estimdted for a spacecraft capable 
of carrying the sensor combination discussed above. 
in Table 3. It can be seen that such a spacecraft is within the capability of 
Thor-Delta boosters. This class of spacecraft is attractive because of the 
good mission or data potential without the high cost of the larger boosters. 

The results are shown 

The spacecraft weight estimate has led to the Thor-Delta booster, 
which in turn imposes constraints on the spacecraft's size. 
illustrates the shroud dimensions for the two- stage Thor-Delta. 
dir- nsions, together with the power requirement of approximately 275 watts, 
indicate a need for an extended solar array. Furthermore, if antennas must 
be packaged between the spacecraft structure and the sides of the shroud, 
the dimensional limit wil l  be about 36 inches. 

Figure 5 
These 

. 

CLEAUNCE FOR 
FAIRING SEPARATION 
SPRING CARTRIDGE 
AND CUTRIDGE GUIDE 

111 

S K T  A-A .- FAIRING SPllT LINE 

DIMENSIONS IN INCHES 
[LOOKINGWD) 11 

Figure 5. Improved Thor-Delta Booster Shroud 

Payload capability = i f 7 0  pounds 
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TABLE 3. SPACECRAFT WEIGHT AND POWER ESTIMATES 

Spac ec Yaft Component 

Payload 

+Multispectral camera 
Interrogation system 
Radar s catteromete r 

Data transmission 
Steerable antennas 

Antenna steering systems 
Transmitters (two) 

Command system 
Ornniant enna 

Attitude control system 
(sensors, controllers, and 
processing ) 

0 rbi t contro 1 system 
Dry hardwar e 
Propellant 

Power subsystem 
Solar array 
Batteries 
Drive system 
Electronics 

Structural and thermal control 

Adapter and despin 

Total 

Improved Thor-Delta booster 
capability 

Weight, 
pounds 

66 
35 
50 

30 (two), 
15 (one) 

15 
40 

30 
fO 

60 

15 
80 

60 
40 
35 

9 

140 

48 

74 8- 763 

1170 

Load 
Power, 
watts 

35 
40 
50 

- 
- 
20 
60 

4 
- 
30 

- 
- 

- - 
20 

5 

10 

- 

2114 

- 
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3. ORBITAL ANALYSIS AND GEOMETRICAL CONSIDERATIONS 

3. 1 INTRODUCTION 

There a re  a number of topics of interest which a r e  related to  
low-altitude satellite ( U S )  orbital considerations. Standard orbital analysis 
can be found in man: study reports and texts and has application mainly wheii 
more specific mission and orbital requirements a re  defined. 
general nature of this study and the emphasis upon the low-altitude satellite/ 
data relay satellite system (LAS/DRSS) commuEication link dictates a litxized 
'study of orbital characteristics. Thxs, two of the sections in this section 
deal with orbital considerations associated with the mission (Sections 3 . 2  
and 3. 3), and Section 3. 5 treats the geometrical relationships between an 
U S  and DRSS. Section 3 . 4  presents some general information for refer- 
ence, and Section 3 . 6  defines coordinate systems associated with the space- 
craft and several frames of reference. 

The rather 

An orbit is determined by six basic quantities: the semiiiiajor axis, 
the eccentricity, the incli-iation, the longitude of the ascending node, the 
argument of perifocus, and the time of perifocal passage. However, in this 
study only circular orbits a r e  considered, and for these orbits'the above six 
quantities reduce to  three: the altitude, the inclination, and the longitude of 
the ascending node. These a re  the three quantities which. appear as  param- 
eters in orbit related analyses. For a sun synchronous orbit, discussed in 
the following section, the inclination is determined by the altitude, and the 
ascending node longitude is determined by the desired sun aspect angle. 
point to  be made is that the orbital altitude is a primary pa:-ameter in U S  
orbits, and in the following sections its effect should be noted. 

The 
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Figure 6 .  Sun-Synchronous Orbit 

F gure 7. Attitude and Inclination 
for Su:: -Synchronous Or%*..;? 
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3.2 SUN-SYXCHROXOUS ORBIT 

A sun-synchronous orbit is chrac te r ized  by an orbital precession 
rate !caused by the oblateness of the earth) -qw' to the m@ar rate of the 
earth's travel about the sun. 
the spacecraft orbital pl-ne throughout the year. 
such an orbit IS that lighting conditions on the ground can be ciaintained at 
the desiied level for optical imaging missions. 
desirable from the standpoint of sola- power and therma: cont rd  Gesign 
asfects of the spacecraft. 
orbit. Such an orbit gives the fiied 37.5-degree angle between the orbit 
plane and the sunline show3 in the sketch, 

Thus, the sunline makes a constant angle with 
The main advaatage of 

In addition, ttis orbit is 

Figure 6 portrays a 9:30 a. m. sun-svnchronous 

When, in order to  make an analysis. trade study, or configuration 
decision meaningful, it becomes necessary to  be more specific coslcerniag 
the orbit, a sun-synchronous orbit is assumed. 
representative optical imaging mission discussed in Section 2. 

This is consistent with the 

3.2.1 Attttudt and Inclination for Sun-Synchronous Orbit 

Dae t o  the ezrth's ob'iteness. a perturbing force is applied to a 
rztellite which causes its orbit to rotate in inertial space. That is. the 
line of nodes rotates and its angular rate, G, is a function of the semi- 
major ais. a, eccentricity. e, and orbit kclinaticn, i. The relationship 
is 

F s  circular orbits under consideration here, a = Ro = Re + h and e = 0. 
Tl.en Equa*%n 1 becomes 

13 7112 where C = 3.939 x 10 deg-miles /day. For a sun-synchronous orbit, 

fi = 0.041068 de&'hour 

Cmkininq these numbers 

i / Z  cos i = - 4 4  09399 x 1O-l4){R + h) e 

where Re and h a re  in nautiral miles. 
is illustrated in Figure 7. 

This relationship between i and h 
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Figure 8, Orbital Eclipse as Function 
of Orbit NormalJSunline Angle, A 

X 

1 

Figure 10. Three-Dimensional 
Earth-Orbit-Sun Ge;.metry 

Figure 9. Portian of Orbit Eclipsed as 
Ftmction of Angle, 4, Between Line 

aLpJodeSandSUa 

X 

t 

Figure 11. Two-Dimensional Earth- 
Orbit Geometry 
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3.2.2 Solar Eclipse 

For a given sun-synchronaus orbit, the solar eclipse t h e  due to 
earth shadowing is the same every oxbit. 
the IAS altitude and *he relationship of the sun to the LAS orbit plane. 
relations;?ip is developed below, and :he results are shown in Figures 8 and '3. 

This eclipse time is a function of 
This 

Consider Figure 10 where the basic geometrical relationships 
between the earth, orbit, and sun ara- illustrated. The angle between the 
earth-sun line (the x-axis) and the orbit normal is denoted by 1- 
oping the desired relationships. only the projcctior. of the earth and orbit 
onto the v-E plane need be considered because this is the plane peqendicular 

For devel- 

t o  the sun direction. Thus, referriq: to Figure 

y = Ro COS X COS 9 

z = RG sin 8 

where 8, is the orbital position angle measured 
begins at 8, = 8 where 

l/2 
( y2 + z2) = Re = the earth's radius 

That is, where 

- . -  

11 

from the y-axis, An t clipse 

2 2 Re2 = R:(sin2 8 + COS X cos e) 

= Ro (sin 8 sin k + cos k )  2 2  2 2 

Denote 

A = -  Re 

RO 

From Equations 2 and 3 

2 (A2 - 7 0 s  2 X )  sin 8 = - 
sin 1 2 

Thus, 6 is a function of orbital altitude and the angle >. 
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Figure 12. Orbit-Sun Geometry 
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For machine coniputation where frequently only the inverse tangent 
is an available internal function, the tangent of 8 is a usefui quantity. 
Using Equation 1 

or  

The value of interest of 0 determined from Equation 5 is the value 
which lies between 0 and n,f2. The percentage of eclipse time, E, is given 
bY 

This percentage is plotted in Figure 8 as a function of X and orbital 
altitude h. 

The relationship between X and the angle between the line of nodes 
and the sun line can be determined from a simple spherical trigonometrical 
identity. 
illustrated. 

Consider Figure 12, where these geometrical relationships are 
The illustrated quantities are related by 

cos X = s i n +  cosq 

For simplification, only the case where the sun lies in the equatorial plane 
will be dealt with here. For t h i s  case, q = i - 90 degrees, so that 

cos X = sin Cp cos q = sin $s in  i 

must be substituted in Equation 5 t o  determine 8 as a funktion of (b and h 
during the equinoxes. In Figure 9, 8 is plotted as a function of Cp and n. 
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Figure 13. Swath and Equator 

---. w*s-3= - 
Figure 14. Earth Coverage Time 

Figure 15. Earth Coverage Time as 
Function of Swath Width and Altitude 
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3.3 GLOBAL COVERAGE 

Related to the mission, but also related to the LAS orbit, a r e  global 
coverage considerations. 
maximum possible earth coverage in minimum time. 

This section treats the problem of achieving 

For the representative mission assumed here, which includes optical 
imaging, the camera field of view or scan pattern sweeps a path or swath 
centered about the subsatellite orbit track on the earth's surfa :e. 

The swath width is defined as  the distar.ce OE ihe earth's surface 
perpendicular to the orbit track corres2onaing to the field of view of the 
imaging device. This swath is illustrated in Fignre 3, Of interest is the 
relationship between swath width, W, satellite altitude, h, and minimum 
time, Te, to cover the entire earth. One other parameter of lesser import- 
ance is the amount of overlap. 
by merely scbtracting the overlap frair. the swath width to obtain the effective 
swath width, We* 

tion of 90 degrees), complete coverage of the ear.&: is impossible. 
instance, for a sun-synchronous orbit with an inciinatiqn of 99 degrees, the 
areas near the poles above 81 degrees latitude wil l  not be covered. 
earth coverage time will be defined a s  the time required to cover the amount 
of the earth's surface area consistent with the orbit inclination. 
coverage under this definition occurs when the equator has been completely 
covered. 
given by 

This parameter can be easily accommodated 

It should be noted at the outset that ixnless it;,? orbit is polar (inclina- 
For 

However, 

Earth 

Referring to Figure 13, the minimum earth coverage time is 

2xRe 
T e = (G sin i)To 

where 

(Re + h) 312 
To = 2a = orbital period 

G1i2 

This relationship is shown in Figure 14. If a swath width, W, and overlap 
factor, fo, a r e  specified, then Weff = (1 - fo)W. 
coverage time a s  a function of W for 10 percent overlap. 

Figure 15 is  a plot of 

3.3 .  1 Orbital Parameters for Sun-Synchronous Orbits 

The next topic is the method by which total ground coverage is 
act 
very near one of the altitudes which result in an integer number of orbits. 
But if this integer is n, then the altitude should deviate jttst enough so that 

nplished in minimum time. One method is to choose an orbital altitude 
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the Foint where the n t 1 orbit crosses the equator is a distance away from 
the f i rs t  orbit crossing of one eifective swath width, W e f t  in either an 
easterly o r  westerly direction. 
successive LAS orbit crossings is given by 

The a r c  distance, 0 ,  at t e equator between 

0 6 =  (28) radians 
8. 64 x 104 

3/2 1/2 where To =[(2n)[1. 1508) /G 
h is the LAS aititude i:r nautical miles, and G = 9. 563 x 104 mi3/sec2. 
conversion factor from nautical miles to statute miles is 1. 1508. 

] (Re t h)3/2 and where Re = 3444 n. mi. , 
The 

The linear distance, D, between two consecutive orbit crossings of 
the equator i s  given by 

D = 8R = 3963 8 statcte miles e 

= K(R e t M ~ / ~  statute miles 17 1 

where Re and h a r e  in nautical miles and 

(2~)~(3963)(1.  1508)3/2 = 7. 229 10-3 mi. 
312 (n. mi. ) 4 1/2 K =  

(8.64 x 10 )G 

Figure 16 is a plot of D versus altitude. 

According to the above mentioned method, for an integer, n, orb-ts 
per day, the distance, L), between consecutive orbit crossings must be 

Combining Ekpations 7 and 8 ,  the relationship between h, W 
by 

and n is given eff 

h = ( 2nRe nK Weff >";-Re 

Another approach to  determining h is to  determine the change in h 
t o  produce a small change in D. From Equation 7 

2/ 3 
h = (g) - Re 
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Differentiating 

And substituting from Equation 7 

Figure 17 shows dh/dD as a function of altitude. 

Denoting A h  a s  the deviation of altitude from that value which 
results in n orbits per day, and AD, as the deviation from the corres- 
ponding equator crossing separation 

The equator crossing separation deviation is given simply by 

where Weff is in statute miles. 
crossing w i l l  fall short (to the east) of the first crossing by a dist'ance equal 
to Weff, and if AD, is positive, the n -t 1 equator crossing will fall to the 
west of the first. Thus, 

if AD, is made negative, the n + 1 equator 

2 
Ah n = - 3nK (Re t h n )-l12W eff 

it is shown in Section'3.4.4 

Substituting Equation 12 intci 
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Figure 16. Equator Crossing Separation, 
D, Versus Altitude 

Figure 17. dh/dD as Function 
of Altitude 
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where 

and Weff is in statute miles. 

corresponding to  low altitude orbits, and fif',ure 18 is a plot of Ah, as a 
function of Weff for these values of n 

Below is a list of values of A U W  and h, for values of n 

Number of 
Orbits per Day 

12 907. 76 0. 1086 

13 781.65 0. 10296 

14 482.79 0. 09799 

15 306.28 0. 09359 

16 148. 36 0. 086097 

As an example, suppose a swath width of 100 miles with 10 percent 
Then, choosing n = 14, overlap and an altitude near 500 n. mi. is desired. 

which corresponds to an altitude, h14, of 482.79 n, mi., and with 
Weff = 100 - 10 = 90 statute miles, Ah14 = 8.82 n. mi., and so 

h = 482.79 t 8.82 = 491.61 n.mi. 

The above melhod has the disadvantage that for a given swath width 
there a r e  only a few altitudes which yield the type of earth coverage . 
described, namely, altitudes near the integer orbit altitudes. Suppose 
for reasons related to the spacecraft mission some other altitude is de;ired. 
Is i c  pxs ib le  to achieve earth cwerage in minimum time at this altitude 3r 
at  son-c altitude very near it? 

In order t o  understand the following analysis, consider Figttre 19 
where the equator is represented by the circle and several LAS orbit cross- 
ings a r e  indicated. D is the equatorial distance between equator crossings 
and is determined by the altitude (see Equation 7) .  
fraction of D corresponding to  the distance between the first orbit crossing 
and nth crossing, where n is the largest integer smaller than 2TResD. 
Thus, n is the integer part of ZrrRe/D, while Q is the fractional or 
decimal part, 

The number CY is the 
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ERKTIVE SWATH WIDTH, STATUTE MILES 

Figure 18. Ah as Function of Weif for Various 
Values of n n 

Figure 19. Equator Orbit Crossings 
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suppc - . 
and :I 

0. 5 ;  then the 2n + 1 crossing cil; coincide exactly wirh the first, 
. % m e  will repeat with large arcr,.  not covered by the or% sx-ath. 

':=fine N as the iargest irtegvr less than D/Weff and P-as the frac- 
tional part or remainder, i. e., 

Total earth coverage. or equa+cr coverage, a s  it is defined here u-ili require 
N + 1 days, since this is the rumber of gaps between any tu-o successive 
orbit crossings of apprscimately Weff width. 
gap between orbits 1 and 2 will be covered- 
to  ensure that all the g a p  a re  covered. 
developed below. 

That is, each dag a Zifferent 
The problew. that ar ises  is hox- 

The conditions are discussed acd 

First define 

This quantity e\V,if is just the play or  slack allx*able pet crossing because 
3 is not an integer number of swath widths. 

it can b~ shown that if p and M + 1 a re  relatively prime, i. e-, they 
have no comn-  -3ivisor except unity. and if 

i 13) 

then the eLi re  space between any two consecutive mbits will be subsequently 
co%ered, and this occurs naturally in minim-urn time, acd t' = the entire 
equator is covered. 
there will be nc repeating sequences within the required namber of days 
to  cover all tne gzps. 

The candition in Equation 13, in essen-., ensures 

A case of intcrest is that situation where D, or  equivalently h, is 

The pro- 
given along with W,,f, and +-he values ot . 3r h nearest those given valucs 
t o  ensure complete coverage in the minir.ium time are desired. 
cedure below deals with this situation and is based up03 the above concepts. 

1) Compate n, Q,  N, B ,  and e from 

n + 4  = 26te/D 

N + $  
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where &Re = 24- ca3L1 rni1.s. 

Petermine p, the relative prime of N + I nearest in value to 

Definer 

+1 i f  p < otPc'i@) 

-1 if p L o m * @ )  

Cala l a t e  SI*, the required va!ue of 3, according to the 
appiicable formula below- 

The previously developed procedure is a special case of tMs one and 
cotrespcnds to c = 0 and p = N. 

The foilowing example wi1l illustrate :he above frocedure. Suppose 
the desired attitude is 54C n. mi acd a swath width of 10Q miles r i t h  10 per 
cent overlap is desired. 
Following the aboge Frocedure: 

Then W,ff = 90 miles and D = 18i7.85 miles, 

Thus, Q = 0.6Q87, and so 

The nearest prime: number to this warntic. whkh is atso a relative prime of 
21 is i3.  And since 

p = 13 < o i N  + p )  = 14. 1125, 

s = +I.  
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Thus, 

= 1825.20 

and the corresponding altitude is computed from Equation 10 to be 

a, 
H' = 550.861 n. mi. 

Thus, only a 10 n. mi- deviation from the originally desired altitude is 
required for total coverage. 

If the effect of f is ignored, i. e-, = G in Equation 14, then 

So that can be ignored in most instances because its effect is very smaIL 

This example c? . =sed to  illustrate the necessity of the relative 
..'appose p were taken as 14, the closest integer 
Then orbit 3n + L = 41 will coincide with the 

prime condition for p. 
t o  iX + p j = 14, 1125. 
first orbit and there will be large areas not covered. 
Figure 20, Suppose p = 15, which is close to  14 but shares 3 as a common 
divisor with 21. 
are numbered from 1 :o 21, with orbit 1 numbered as 1 and orbit 2 repre- 
senting 22, the sequence in which these gaps are covered will be as follows: 

This is illustrated in 

If the effective swath width gaps between orbits. 1 and 2 

1, 7, 13, l?, 4, IO, 16, 1, 7 -  .) . . 
Consequently, the sequence begins t o  repeat before all the gaps are covered. 
The gap number increases by 21 - 15 = 6 modulo 2 1  each day, so that on the 
eighth day the LAS u*ou!d be in the same positisn with respect to the earth's 
surface as on the first day. 
not happen- 

If p and S + 1 are relative primes, this will 
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Figure 20. Example of Nonrelative 
Prime Numbers 

Figure 21. V ad To as Function 
of?Altitude 
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3.4 ORBITAL IXFORMATION 

For completeness as well as  convenient reference, several LAS orbit 
re fated quantities of interest a r e  discussed here. 
period, U S  velocity, number of xbits per day, and range and range rate 
between a LAS and DRS. 

These include orbital 

These topics a r e  treated separately below, 

3.1. 1 Orbital Period and Velocity 

The orbital period and velocity a r e  determined by the altitude, and 
the respective relationships arc easily developed from the law of gravitation. 
TSis law can be expressed a s  

where o is the orbital angular velocity, G is the earth's gravitational 
constantt, and R is the orbital radius. 
period, To, are given by 

The orbital velocity, ti', and the 

where 

4 -3  2 G = ?- 563 x 10 mi /sec 

Figure 21 is a plot of Vo and To as a fmction of altitude, 

3.4. Z Ground Velocity oi Subsatellite Point 

The linear velocity, vS, of a satellite in a circular orbit at  a radias. 
Rs, from the earth's center is given by 

G v z  - - -  
RS 

S 
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The orbital angular velocity, w, is related to  vs and R, by 

1- 

and the velocity, \re, of the subsatellite point on the earth is given by 

v = Rew e 

where Re is the distance from the YentLr of the c a r 5  to the surface. 
Kominally, Re = 3963 miles. Thus, 

Using the nominal value of R e 

12.255 x 19’ 5 12.255 x 10 - 
3/ 2 

\- = 
(Re + h (mi)) 3’2 - (Re + h (mi)) e miles/second 

where himi) is the satellite altitude in statute miles. 
hmvever, to specify the altitude in nautical miles (n. mi. 1; in which case, 

It is common practice, 

12.255 x 10’ 

13441 + hin. mi. ))3’2(-l. 1508)3’2 
v =  e 

c 

- -  9.94 x 10’ miles/second 3/ 2 - 
(344: + hin. mi, 1) 

This relationship is plotted in Figure 22. 

3.4. 3 Range and Range Rate  

Of interest here is the worst case situation which occurs when the 
DRS lies OK the line of nodes. The gemietry is shown in Figure 23. 
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where 

R e 
cosp = - 

R O  

Thus 

But 

Ro = Re + h, where h is tLe aitifude 

so 

Clearly, the minimum range is giveB by 

min = R - Ro = Rs - R - h 
S e i; 

Figure 24 is a plot of the maximum range as a function of aititude. 

The maximum range rate is just the orbital velocity and is shown 
in Figure 21. 

3.4.4 Number cf Orbits per Day 

An orbital period, T, is given by Equation 17. The number of 
orbits, n, per day is given by 

11 2 (24)(3600) - (24)(3600) G 
- (7) 

R 2s n =  
=0 

0 

(2 0) 

This is -fed in Figure 25 as a function of altitude. 
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Figure 22. Subsatellite Velocity 

Yer sus Altitude 

r 

Figure 23. Range a d  Range Rate Worst  Case 

Figure 24. Maximum Synchronous 
Satellite F.ange as Function of 

Circular 3rbit Altitude 

Figure 25. Number of Orbits Per Day 
as Functior. of Altitude 
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If it is desired that n be an integer, then certain altitudes are 
dictated. 
(Ro = Re -t h!. 

These can be foiind by solving Equation 20 for the altitude, 11, 

or 

The low altitudes are listed below. 

Number of Orbits Per Day 

12 

13 
14 
15 
16 

Altitude (n. mi. 1 

907.76 
681.65 
482. 79 
306.28 
148.36 . 
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3. 5 LAS-DRS VISIBILITY 

Of major interest for this study a re  the considerations associated 
with line-of-sight visikllity of tile LAS by one or  more DRSs. With three 
DRSs, an LAS is visible to at least qne of them at all times, and at  least 
two ground stations a re  reqiiired. Twv DRSs and one ground station is a 
situation with limitations. 
a singleDkSare of interest because this is thc fundamental 1i;ik in an U S -  
DRS system. 

?'he visibility relationships between an LAS and 

These latter two subjects a r e  discussed below. 

3.5. 1 - Lhu Visibility by Single DRS 

The worst case relative positions of the LAS pnd DRS for visibility 
occur when the DRS lies in the LA4S orbit plane; i.e., the DRS lies on the 
line of nodes. Tho c ~ ~ r e s p o n d i n g  geometry is shown in Figure 26.  
case where the DRS is not in the orbit plane, geometrical relationships simi- 
la? to those used for solar eclipse may be developed. 

For the 

where 

Figure 26. DhS Eclipse 
Vorst-Case Geometry 

From Figure 26 

Re 

RO 

C O S @  = - = A 

e R 

R cos a! = - = B 
S 

' 2  2 s i n a  = 1 - B  

2 2 sin P = 1 - A  

(24) 

(251 

Similar to the solar eclipse analysis, eclipse of the DRS begins when 
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(26) 2 2  sin y 
R O  

R~~ (sin 2 8 t cos 2 x cos 2 e 

where 8 is the orbit angle and h is the angle between the earth-DRS line 
and the orbit normal. 

From Equations 21 through 25 

2 112 2 112 
sinY = ( l - B )  A t i l - A )  B 

2 and by using the identity cos2 8 = 1 - sin 8 , Equation 26 becomes 

(28) 
2 2 2 2 sin Y = sin 0 sin X i- cos X 

The relationship between the angle, A , and the DRS orbit angle, + (angle 
between the line of nodes and the DRS-earth line), is given by 

cos X =  sin +cosq 

where ' I =  i - 99 degrees, and i is the orbit inclination angle and also varies 
with altitude for a sun-syrichronous orbit. Thus, 

cos X = sin Q sin i (29) 

Substituting Equation 29 into 28 

7 2 2 2 sin Y - sinL+ sin i sin 8 = - 
1 - sin2+ sin2 i 

The solution of %quation 30, which lies between (i and r/2, is the value of 
interest, and the poytion P of the orbit - not visible by the DRS is given by 

(31) 
9 p = -  
lr 

Figure 27 is a plot of P versus 4 for several or?ital altitudes. 
R 

Note: 
= 22,767 n. mi. and Ro = 3,444 n. mi. 

13 

The value of 9 ,  where 0 = 0, is determined by using Equations 28 and 
2 9  to solve for 4 .  The result is 

sinY 
sin i sin Qo = - 

Zigure 28 is a plot of versus orbital altitucia. 
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Figure 27. LAS Eclipse by Earth From DRS 
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As mentioned previously, the worst case o r  minimum visibility 
situation occurs when the DRS lies in the orbit plane and, thus, on the line 
of nodes. This can be seen from Figure 27, where this condition corre- 
sponds to 4 = 0. 
sin2 Y = sin26 , and so the minimum visibility condition requires only the 
soluticn of Equation 27, and then substituting Y = 6  into Equation 31. Thus, 
mixiimtm visibility is a function of LAS altitude, and is s h o m  in Figure 29. 

Substituting 4 = 0 into Equation 30, it can be see that 

The above analysis assumes that the DRS is stationary with respect 
to the LAS orbit during one orbit. Actually, the DRS will move thrwxgh about 
25 degrees of its orbit. This will slightly increase the actual visibility for 
the worst case. 
uiiity may be slightly increasec o r  decreased from the values of Figure 2?. 

For  various other LAS-DRS spatial relationships, the vxi- 

3-5.2 Two Data Relay Satellites - One Ground Station 

Consider Figure 30, where the geometry for two DRSs is shown. The 
plane of the drawing is the equatorial plasle, and the circle around the earth is 
the intersection of the orbit sphere with this plane, 
tionsh;ps a.ce shown. 
continuous :overage of the low altitude satellite, 
elevation angle for an equatorial ground station. 

The constraining rela- 
The angle 2Y is the angular separation necessary for 

The angle 9 is the antenna 

A s  in previous analysis, define 

Re 
RS 

COS e =  - = A 

= B  Re 
cos p= Re + h 

(33) 

Then 

y= 180 - Q -  g 

Figure 31 is a plot of 2Y as a function of altitude. 

Turning to the elevation angle, , the law of sines and the law of 
cosines yield 

( 34) 

- RS Rs - 
R 

sinY sin (90 +‘1 ) cosq 
A= 

- 2ReRs COSY 2 
S + Re R z = R  

g 
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Figure 30. Geometry for Two DRSs and One Ground Station 

Figure 31. 2Y andqas Function 
of Altitude 
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Figure 32. Ground Elevation Anglt 
Versus DRS Separation Angle 

F 
I 

Figure 33. Geometry for Ground Station Not Located on Equator 
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Combining Equations 35 and 36 

- 112 
cos '1 = 11 i A' - 2A COSY 1 s inY (37) 

Figure 31 is also a plot of q as a function of LAS altitude, 
q as ii function of 2 Y .  
larger than 5 degrees, the LAS altitude must be greater than 280 n. mi. 

Figure 32 plots 
Note that in order for the elevation angle, :I , to be 

Consider the situation where the ground station is not located on the 
equator but at some latitude, G . 
in Figure 33, where it can be seen that 

The geometry for this case is illustrated 

and 

s 
e 2  d = 2R sin 

Using the law of sines 

sin Y e  cos I) = - 
ge 

RS 
e R  

And from spherical trigonometry 

cos y e = cos Y cosr  

Furthermore, from Equation 35 

sinY 
g = Rs cos q 

139) 

(401 

141) 

T t e  angle q e is the ground elevation angle to each of the DRSs from 
the ground station at latitude, < , and this angle must be found a s  a function 
of Y and 5 .  
Equation 38 to yield 

In order to do this, Equations 39 and 42 are substituted into 
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and from Equation 41 

112 2 2 1/2 
Y e )  = (1 - cos y cos 5 ) 2 sin y = (1 - cos e 

Substituting Equations 43 and 44 inte 40 

2 2 1 - cos y cas 5 
sinZY t 4Az cos2q sin' - 2 

cos q = cos 3 e 

(44) 

(45) 

where cos '1 is given by Equation 37. 
Equation 45 yields 

Substituting this expression into 

Figure 32 shows the relationship between the. DRS separation angle 
and the elevation angle, 'I e, for a ground station located at g =  30° latitude. 

500 n mi. is desired. Ther, from F i w r e  31 the DRS separa+iw& 2Y, must 
be at least 139 degrees, =rid the elevation is 12 degrees. However, rather 
than require the geometry of Figure 30, where the communication link is 
marginal when the LAS is at position A, the separatim should be increased 
somewhat to provide overlap 33 the far side of the LAS orbit. 
Figare 32, i f  2Y wers increased to 148.5 degrees, then '1 is reduced to 
7 degrees for an equatoiial ground station, and to about 5 degrees for a 
ground station at 30° latitude. 

To illustrate the use of Figures 31 and 32, suppose an altitude of 

Using 

3. 5.3 Comment 

Figures 31 and 32 and the above example indicate that a DRS system 
with only two satellites has very strict  limitations. 
tion angles a re  small and accurate stationkeeping will be required. 

Ground antenna eleva- 
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3 . 6  COORDINATE SYSTEMS 

In order to provide reference frames for relating orbital parameters 
to antenna pointing requirements and spacecraft motion, several reference 
coordinate systems a re  necessary. For  consideration of the earth's mag- 
netic field as a source of control torques, a geomagnetic reference is also 
nee de d. 

3.6. 1 Inertial Reference (Xiyizi) 

1 his reference is an inertial coordinate set with the origin at the 
center of the earth; the xizi plane the earth's equatorial piane; and the zi 
axis along the line of the equinoxes, directed toward the autumnal equinox. 
For  situations where only short-time d-ynamics are of interest and the sun's 
position is important, the zi axis can be defined as the intersection of the yi- 
sun vector plane and the equatorial plane (see Figure 34). This is particu- 
larly useful when considering the effects of solar radiation or  for analyzing 
the behavior of a vehicie with steerable solar arrays. 

3.6.2 Orbital Reference (i, j, k) 

This reference is a coordinate set with the origin at the center of the 
earth; the ik plane the orbit plane (which in general regresses in inertial 
space); and the i axis along the radius vector, r0, directed from the center 
of the earth to  the vehicle center of mass. The angle, i, is the inclination 
of the orbit plane to  the equatorial plane. 
nodes (intersection of the orbit plane with the equatorial plane) and the z. 
axis is X, - w y t ,  where X, is this angle at t = 0 ,  and w i  is the nodal 
regression rate of the orbit plane. 
The angle 8 defines the angular position of the satellite relative to the 
ascending node. 
sun vector on the equatorial plane as mentioned above, and the orbit is sun 
synchronous, w A  = 0; i. e . ,  both zi and the line of nodes rotate with the same 
angular velocity, namely, the earth's' angular velocity about the sun. 

The angle between the line of 

1 

For convenience, define X, -"A t = A . 
For the case where Z i  is defined as the projection of the 

3 . 6 . 3  Body Reference (xyz) 

This reference is an orthogonal coordinate set fixed in the satellite 
Usually this coordinate sys- with the origin at the vehicle center of mass. 

tem is chosen to coincide with the principal axes of inertia of the vehicle or  
of some portion of the vehicle. 

3.6.4 Geomagnetic Reference (+*, ym, zm) 

This reference is an earth-fixed reference coordinate system with 
the origin at  the center of the earth; the Ym axis directed toward the magnetic 
north pole; xmzam plane the magnetic equatorial plane, and the Zm axis coin- 
ciding with the intersection of the magnetic equatorial plane and the equato- 
rial plane (see Figure 35). The angle between the zm axis and the zi axis is 
,+ t~ +o -I a t ,  where The angle between the yi 
and ym axes is approximately 11 degrees. 

is the earth's rotation rate. 
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Figure 34. Orbital and Inertial 
Reference Coordinate Systems 

' i  

t 

Figure 35. Magnetic and Inertial 
Reference Coordinate Systems 

3-32 



The transformation between vectors expressed in terms of the 
magnetic reference coordinates to intertiat coordinates is given by 

where 

cos 11" -sin 11" 
sin 11" cos 11" 

-sin+ 0 c o s +  0 0 

Denoting cos 11" = c s i n  11' = am m! 

The transformation of vectors from the xiyizi system to tI-2 i, j, k 
system is given by 

(;> = G  (2) 
zi (49) 

where . 

G =  I 
-cos8 0 sin8 0 0 

and so 

g l l  = sin 8 cos i cos h t cos 8 s i n 1  
g12 - - sin 8 sin i 
g13 = cos 9 c0s.h - sin 8 cos i s ink  
gZ1 = -sin i cos h 
gZ2 = cos i 
g23 = sin i sin X 
g31 = sin9 sinh - cos 8 cos i cosh 
g32 = -cos6 sin i 
g33 = cos6  cos i sin h t sin 9 cosk (51) 
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Y i 

k i z  

Figure 36. Orbital and Body Reference Coordinate 
Systems With Euler Angles 
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The body axes m a y  be related to the ijk axes by means of Euler 
angles defined by three sxccessrve rotations. 
illustrated in Figure 36 where the order of rotation a s  shGwn is a - @ - + .  These E d e r  angles a r e  

The transformation of vectors in the body coordinate system (xyz) to 
the orbit system (ijk) is given by 

(i) = A (I) A = a 
"22 

where 

a l l  = cos a cos p 
a12 = sin a sin + - cos Q sin p cos+ 

a13 = cos a sin p sin + t sin a cos4 

aZ1 = sin p 
9 = cos fi cos+ -22 
"2 3 

a3 I 
a32 = sin a s i n  p cos + -I- cos a sinP 

= cos a cos + - sin a sin f3 sin+ a33 

= -cos j3 sin+ 
= -sin a cos p 

All of the above matrices a r e  unitary and possess the following 
properties: 

T (A = transpose of A) AT = A- 1 

3 3 

j= I i= 1 
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4. ANTENNA POINTING 

4.1 INTRODUCTION 

"Antenna r-----ing'' means the m e t t d  and procedure for following the 
data relay satellite (DRS) with a directive, mechanically steered antenna 
mounted on the low-altitude satellite (LAS). The motion of the antenna must 
corqctnaate for the orbital and rotational motion of the LAS and the motion of 
the DRS. Antennas m&y be mounted on either the body of the spacecraft or on 
the solar panels; the geometry involved in each method is significantly different. 

The number of antennas, a major consideration, is discussed in the 
following subsection. Methods of gimbaling one or more antennas, also of 
major interest, a r e  discussed in Section 4.3. Subsectiorisfollowing these deal 
more specifically with particular gimbaling and antenna-mounting rnethods. 

In the following sections, it will be seen that antenna pointing requires 
consideration of spacecraft structure and configuration and 0; LAS-DRS 
geometry. Discussion of spacecraft structure and configurztions is 
restricted in this section to only those general aspects that. influence 
antenna pointing. 

- 
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f 

Figure 37, Necessity for Change-rer 
LOS 1 about to be intercepted by earth 

I 

Figure 38, Sides of Earth-Oriented 
Body Available for Antenna Mounting 

Three-axis stabilized 

B 
f 
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-1.2 NUMBER OF ANTENNAS AND MOUNTING CONSIDERATIONS 

The number of antennas to be used on the LAS depends on the data 
transmission requirements. If continuous, uninterrupted communication 
is required, ther! two antennas are needed, whereas oniy one is needed if  
blackout periods during each orbit a r e  acceptable, 

Future LA2 missions may require optical o r  infrared imaging of the 

The first and possibly the 
entire earth including the polar regions, O r  relayed data from ground instru- 
ment package;. may be desired on a global basis. 
latter mission will  require uninterrupted data transmission i f  data storage is 
to  be avoided, which is a fundamental assumption of this study, 

On the other Sand, for many earth observation missions, the polar 
regions may be ignored which would allow time to steer an antenna from one 
DRS toward another, And some optical imaging missions may require data 
transmission only on the sunlit side of the earth which would allow one-half 
of an orbit to reposition a single antenna, 

4.2.1 Continuous Data - Two Antennas 

The necessity for two antennas for coatinuous data is obvious from a 
consideration of the changeover problem, As the earth interrupts the line 
of sight (LOS) between ar. LAS antenna and a DRS, another antenna must be 
pointed at another DRS ready for  changeover, This changeover situation is 
illustrated in Figure 37 where LOS 1 is about to be intercepted by the earth, 
wmfz L-OS 2 will  be the transmission path after changeover, Note that two 
antennas a r e  inomitid on ooms extended on opposite sides of the spacecraft 
on an axis coinciding with the veiociry uertor. 
attached to the sides of the spacecraft that  are perpendicular to  the z-axis 
defined in Section 3.6. There are several reasons this is a preferred con- 
figuration for two body-mounted antennas, These reasons are based on 
orbital geometry and spacecraft configuration considerations. 

biks system type 1 and thethree-axis stabilized spacecraft which here includes 
the momentum bias system type 2 (see Section 7) .  

That is, the antenpas are 

There are two fundamental spacecraft structure types - the momentum 

Three-Axis Stabilized Spacecraft 

Consider a three-axis stabilized spacecraft that is earth-oriented 
with solar panels. The primary solar a r r ay  drive is normal to the orbit 
plane; so, i f  the spacecraft is viaualized as a six-sided box, this drive pro- 
trudes from the two sides parallel to the orbit plane. Of the remaining four 
sides, one i s  facing the earth (an antenna mounted on this side would severely 
interfere with the sersors).  
away from the earth and the two sides perpendicular to the velocity vector - 
a re  viable candidates for mounting antennas and a r e  shown numbered in 
Figure 38. For continuous data, requiring two antennas, these a re  most 
naturally and symmetrically mounted on the opposite sides of the spacecraft 

The three remaining sides -the side facing 
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Figure 39. Possible Ways to Mount Two Antennas on 
Three-Axis Stabilized Solar Panels 
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that a r e  perpendicular to the velocity vector (sides 1 and 3). Although one 
antenna could be mounted on th3 outward side and one on a side perpendicular 
to the velocity vector, no apparent advantage is gained by this configuration, 
but mounting, gimbaling, and steering symmetry a r e  lost. Hence, tke 
preference for two body-mounted antennas to  be extended away from the 
spacecraft in opposite directions along the axis defined by the velocity 
vector, i.e., the z-axis (see Section 3.6). 

As mentioned previously, the antennas may be mounted on the solar 
panels which gives some gimbaling advantages discussed later along with 
several disadvantages . For the three-axis stabilized spacecraft with two 
solar panels, structural interference considerations as well a s  symmetry 
preference require that one antenna be mounted on each solar panel. 

T o  eliminate shadowing of the solar panels, the antennas must be 
mounted off the edges. Three edges a r e  available -the two that extend away 
from the body of the spacecraft and the outer edge farthest from the body. 
Defining the upper edge as that edge parallel to  the ecliptic plane but above 
the other in the direction of the ecliptic normal and the lower edge a s  the 
opposite edge, it is possible to mount, 
2) both on the lower edges, 3) one on a lower and one on an  upper edge, or  
4) one on each of the outer edges. These four possibilities a r e  shown in 
Figure 39. None of these configurations has any particular pointing advant- 
age. However, antennas attached to upper or lower edges must be mounted 
on booms long enough to eliminate interference of the radiated energy by the 
corner of the solar panel. 

1) both antennas on the upper edges, 

There a r e  a number of disadvantages to mounting antennas on the 
solar panels; principally, 1) the structural complexities, 2) the more corn- 
plex solar panel drive abd antenna drive systems, 3) longer antenna feed 
distances and more rotary joints, and’ 4) greater packaging problems. In 
addition, the advantages of solar panel mmnting can be obtained with body- 
mounted antennas without most of these disadvantages, a s  will. be pointed out 
in the next subsection. 

Momentum Bias System Type 1. ::!ABS Type I )  

The MBS Type 1 is significantly different from a three-axis stabilized 
spacecraft in that the basic body cannot €.e considered as a single box or 
structural volume. Rather the basic spa cecraft consists of two bodies - one 
spinning and the other earth-oriented. 1 he spin axis is normal to the orbit 
plane and so the asymmetry is along this axis. Since the primary solar 
drive must also be normal to  the orbit pfane, putting a solar panel on each 
side of the two-body spacecraft would require two indepeadent solar panel 
drives or cDmplex drive electronics to rotate each solar panel with respect 
to the two bodies which themselves a r e  rotating with different speeds. These 
complexities a r e  reduced if only a single solar panel is employed. 
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Figure 40. Four Sides Available for 
Antenna Mounting 

MBS Type 1 

ANIENNA U 
SPINNING 

SECTION 

Figure 42. Alternate Configuration - 
Solar Panel Next to Earth-Oriel ted 

Body 

I 1% 

Figure 41. Two A n t e u s  Mounted on 
MBS Type i Solar Panel 

Figure 43. Pointing a Single Antenna 

Figure 44. Spacecraft Interference 
Forcing Changeover at Undesirable 

Orbit Position for Mounting as Shown 
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Two antennas may be mounted to the earth-oriented body with the 
same considerations as with a three-asis stabilized spacecraft. The same 
three sides of the earth-oriented body a r e  available for antenna mounting. 
In addition, i f  the solar panel Is placed nest to the spinning body, then the 
opposite side of the earth-oriented body from the spinning section is also 
available. The four sides available for  antenna mounting a r e  shown 
numbered in Figur? 40. 
here, symmetry and mterference considerations indicate a preference for 
sides 1 and 3, i.e., the sides perpendicular to the velocity vector. 

For the two-antenna requirement being considered 

Mounting antennas on the shg le  solar panel i s  a possibility, but for 
the configuration shown in Figure 41, the antenna feed lines will  be undesir- 
ably long. An alternate configuration F~ 3wn ir Figure 42, with the solar 
panel driven from the earth-oriented b y, allows shorter feed lines, but 
still entails the additional mechanical diffic-dties . 
4.2.2 Noncontinuous Data - One Antenna 

If an LAS mission wil l  allow periods of data interruption, then only 
one directive antenna is necessary. 
regions near the poles will be of less  importance than lower latitude areas. 
This is due to  poorer lighting conditions near the poles as well a s  the fact 
that these regions a r e  relatively uninhabited. Such a mission may only 
require high data quantity transmission on the sunlit side of the earth. In 
either case, time is allowed to steer the antenna from one DRS t o  another to 
provide communications during the required portions of the orbit. Since for 
the majority of missions blackout over or  near the poles is more acceptable 
than over other regions, the mounting znd steering considerations associated 
with t h i s  case will be discussed here. 

For many optical imaging missions, the 

Three-Axis Stabilized Spacecraft 

If changeover begins within 10 orbit degrees of the nearest point to 
the poles and the DRSS consists of three data relay satellites, then a DRS 
will always lie in the outward satellite-fixed hemisphere. 
space defined by the plane through the U S ,  normal to the x-axis, (local 
vertical) facing outward away from the earth w i l l  always contain a DRS; 
Thus, the side of the earth-oriented body aw&y from the earth is an attractive 
location for mounting a single body-mounted antenna. 
the m'ounting and resultant pointing geometry as well as changeover. 

That is, the haif- 

Figure 43 illustrates 

Figure 38 shows the available sides for antenna mounting on a three- 
axis stabilized spacecraft. If a single antenna were mounted on siaes 1 or 
3, spacecraft interference would force changeover at an undesirable posi- 
tion; when this interference occurs, there may be 110 other DRS within view. 
This problem is illustrated in Figure 44. 

Solar panel mounting i s  also a possibility, but symmetry is lost when 
the single antenna is mounted on one of the solar panels. The drive and 
structure of the two panels will be significantly different, and the antenna 
feed will be longer than that needed for a body-mounted antenna. Moreover, 
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Figure 45. Worst-case Geometry for 
Pointing Antenna Mounted to Side 4 

(see Figure 40) 

U 

Figure 46. Single Antenna Mounting Possibilities - MBS Type 1 
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the gimbaling advantage of a solar-.panJ-mounted antynna can be achieved 
with a body-maanted antenna with only slight increase ir. complexity, mhile 
eliminating the above mentioned problems. Thus, for a three-axis stabil- 
ized spacecraft, a single solar-panel-mounted antenna i s  2ot recommeiided. 

The four available sides for a body-mounted antecna a r e  shown in 

The two remaining sides 
Figure 40. Sides 1 and 3 a r e  not recommended for the same reason a s  pre- 
sented for the three-axis stabilized spacecraft. 
a r e  possibilities with side 2 being attractive for the same reasons a s  
mentioned above. The principal difference between the MBS Type 1 anda three- 
axis stabilized satellite is that the MBS Type 1 offers an additional "free" side. 
This side, numbered 4 in Figure 40, is also an  attractive candidate for 
mounting an antenna. 

The side parallel t o  the crbit plane i s  only useful for antenna mount- 
ing i f  there a r e  three or  more DRSs. 
LAS altitude of 400 n.mi. From Figure 28, total orbit visibility of a DRS 
by the LAS is possible only i f  the angle between the LAS line of nodes and 
the DRS is greatzr than 74 degrees. Thus, the worst case o r  design geom- 
etry for pointing capability is shown in Figure 45. The antenna must be 
able to look back on one side ob the orbit plane 14 degrees in addition to  
covering all of the other side. This look-back angle increases to about 
22 degrees f9r a 200-n.mi. orbit altitude. 
look-down angle of about 10 degrees, shown in Figure 43 indicates that an 
antenna mounted on side 4 must have slightly greater pointing capabafity. 
If there a r e  more thar, three DRSs, it can have less  pointing capability. 
should be noted that mounting an antenna on side 4 is desirable only i f  more 
than two DRSs a r e  available, and the required pointing capability depends 
both on the number of DRSs and the LAS altitude. 

Consider a three-DRS system and an 

This angle when compared to the 

It 

For solar panel mounting, two general configui-ations a re  shown in 
Figure 46. The disadvantages have been mentioned above. 
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0 )  TWO-GIMBAL AXES b) THREE-GIMBAL AXES I 
Figure 47. Gimbal System Schemes 

Los 

S 

PARALLEL TO Los 

. Figure 48. Geometric Determination 
of Gimbal Rates 

NoltMu To 10s 
NOM1 To 0, 

Los 

*'AlWU.EL TO LOS 

Figure 49. Primary Gimbal Axis Rate 
Increase When LOS and Primary Axis 

Are in Close Proximity 
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4.3 GIMBALING 

Gimbaling here refers to the methods of providing the required 
antenna rotational motion. To mechanically rotate an antenna with respect 
to the spacecraft or a part of the spacecraft, there must be one axis of rota- 
tion fixed rigidly to the spacecraft and one axis fixed rigidly to the antenna. 
If these a r e  the same axis, then only rotation about that axis is  possible. If 
there a r e  two ases, the asis  fixed to the spacecraft is called the primary 
axis, and the axis fixed to the antenna is called the secondary asis. If there 
a r e  three axes of rotation, the axis attached to the antenna is again called 
the secondary axis, and the axis that orients the secondary axis is again 
called the primary. The aria that is attached to the spac ... :raft and orients 
the primary axis i s  called the third axis or inertial axis for reasons to be 
discussed later. Thus, for the thr :-gimbal system, the primary axis is 
the middle axis that connects the two axes which a r e  attached to the space- 
craft and the antenna. These two schemes a r e  illustrated in Figure 47. 

4.3.1 Two-Gimbal Axes 

Theoretically, an antenna can be pointed in any direction if  i t  has two 
connected axes of rotation - one fixed in inertial space (the primary) and 
the other fixed to the antenna (the secondaryj. One heuristic argument sup- 
porting this statement is based on the fact that rotational motion about the axis 
defined by the line of sight (LOS) i s  unnecessary and/or unimportant; hence, 
only two other degrees of rotational motion a r e  required. 
siderations of structural design and mounting n ethods limit the antenna 
rr-otion to less than the ideal. However, this limitation occurs for any 
antenna steering system. The major problem with a two-gimbal system is 
that the angular rate about the primary axis can be very large. To see how 
and why this  occurs, consider the following heuristic discussion. 

Practical con- 

Denote the primary axis of an orthogonal two-gimbal system by g l  
and the secondary axis by g2. Orthogoid means that gl is perpendicular to 
gz. Let the antenna pointing direction be perpendicular to  g2. Such a con- 
figuration is shown in Figure 47a. Since the pointing direction must coincide 
with the LOS to the target, g2 lies in the plane normal to the LOS, but also 
mast lie in the plane normal to  g l  because of the orthogonal design. Thus, 
the rotation of g about gy must be such as to  make g2 coincide with the 

ment about g l ,  the relative angular & of the LOS w i t h T c 7 p m t h e  body 
to which gl  is fixed must be compensated. 

intersection of t k ese two planes. €jut in addition to th i s  positioning require- 

It was mentioned previously that rotational motion about the LOS is 
unimportant. Thus, the angular rates g1 and g2 must compensate for the 
component of the LOS angular rate, 52, which is normal to the LOS. As just 
explained, g2 is defined by g l  and the LOS. 
argument, gl and g2 a r e  defined by the projection of the 52 vector along thc 
LG? r--nto the g -gz plane. This geometric interpretation i s  illustrated in 
Figure 48. The gimbaling problem occurs when the LOS and gl  coincide 
D r  nearly coincide. 

And consistent with the above 

Figure 49 indicates geometrically why g l  beccsnes very 
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Figure 50.  Three Components of LOS-LAS 
Relative to Angular Velocitv 

Figure 51. Geometry for Maximum 
Magnitude of uL 
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large; namely, the projectioxi of t.he LOS angular rate, S2, along the LOS onto 
the g 1 - g ~  plane results in a lafge value of gl. Theoretically, when the LOS 
and g1 coincide, g1 must.be infinite in order to  point the antenna at the 
target. 

Furthelmore,the gimbal angle rates must sat isfy 

* 2  ' 2  2 gl t g2 = (component of Qnormal to LOS) 

so that when the primary gimbal rate becomes relatively large, the secondary 
-must provide compen.satory motion and, hevce, becomes large a! 50. 

when g1 and the LOS coincide, both i 1  and g2 must be infinite in order to 
follow the DRS. 

Thus, 

In order to  mak? further discussion of t h i s  problem meaningful, an 
approximate quantitative analysis is necessary. 
velocity, 52,  between the earth-oriented body and the LOS vector must be 
analyzed. This angular v4ocity can be separated into three quantities 
expressed in inertial coordir-ates (see Section 3.6): 1) the angular velocity 
.Wo, of the earth-oriented body, 2) the angular velocity. JL, of the LOS due 
to  the orbital motion of the LAS, and 3) the angular velocity, Wd, of the LOS 
due to the orbital motion of the DRS. 

The relative angular 

Referring to  Figure 50 where these three components a re  illustrated, 
each can be evaluated as shown below. The LAS orbit is chosen to be polar 
with the line of nodes coinciding with the zi axis. 

1) LAS angular velocity - This angular velocity in inertial coordi- 
nates is merely the orbital angular velocity because the LAS is 
earth-oziented. For a 400-n. mi. altitude, referring to  
Figure 21 

Thus, 

2) LOS angular motion due to LAS orbital motion - the maximum 
value of WL occurs under the geome+rical circumstances shown 
in Figure 5 1. 
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At other times. h e  component of linear velocity normal to the 
LOS will be less and R, will be greater. 
v e c . s  is normal to the plane containing the LAS velocity vector 
and the LOS (Ra). 

This angular velocity 

In vector algebra 

(G x Bo) x x a  
:3) 

0 
- . ox  xa 

IRaI Fa12 O L =  z= 

3) LOS angular velocity due to  DRS motion - This quantity is given 
approximately by 

(41 

where W e  is the earth's rotational speed (0.25 tieg/min) and R, 
is distance from the earth's center to  the DRS (22,767 n.mi). 
The maximum value of lodl occurs when the DRS lies along the 
line of nodes. 

Case A 

Consider now a polar orbit with the primary gimbal axis normal to 
the LAS orbit plane and the Lo6 and primary axis nearly coinciding, a s  
shown in Figtre  52. The three angular velocity components just discussed 
a r e  shown, The relative angular velocity Q between the LAS and LOS is 
given by 

As shown ik Figure 52, the primary gimbal axis rate gl is given approxi- 
mately by 

gr = I w o l  + lodlcscc Q 3.6 t 0.3 cscc deg/min (7) 
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If the angular proximity effect is ignared, the primary gimbal rate 
This latter will be used varies betweentwo{ - ~ w L ! ~ ~ ~  and I w o l  t f u ~ l ~ ~ ~ . .  

a s  a basic co-mparison value 

Then in order that the additional anguiar rate due to the praximity of gl and 
the LOS be equal to or less than this value 

0.3cosecantc 5 4-5 

or  

cosecant E 5 15 

E 2 3.8 degrees 

The primary axis will always be separated from the LOS by more than 
4 degrees if the inclination of the LAS orbit is less than 76 degrees or greater 
than 104 degrees, The geometry for this result is shown in Figure 53. 
However, for inclinations in the t-ange 80 to 100 degrees which include PO. .r 
and sun-synchronous orbits, there is no body-fixed axis that does. not a t  
some time during the LAS or3it coincide with a possitte LOS to a DRS. 

Case B 

Now, consider a polar orbit with the primary axis in the LAS 
plane with near-coincidence as shown in Figure 54a. 
velocity components are shown, and it can be seen that 

The three angular 

gl = csc E = 3.31 cac E deg/rnin (8 )  

Ir- Figure 54a, the LOS is shown in the orbit plane. Suppose the LOS 
For this situation, a2 is is in the equatorial plane, as shown in Figure 54b. 

normal to the equatorial plane, and it can be seen that the projection Oii  ;he 
glgz plane results in large values of the gimbal rates. 
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Figure 52. Polar Orbit With Primary 
Gimbal Axis Normal to LAS Orbit 
Plane and LOS and Primary Axis 

Nearly Coinciding 

J / ”  

Figure 53. Geometry for Maximum 
LAS Orbit Inclination With Primary 
Gimbal Axis Normal to Orbit Plane 

b) LOS in Equatorial Plane a) LOS in Orbit Plane 
Figure 54. Polar Orbit With Primary. 

Axis l‘n U S  Orbit Plane 
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For this casc, in order that PI not escced twice its nominal minimum 
and comparison value Iwo + WLI 

csc c 5 2 or  f 2 30 degrees 

The -tbcvc- angles, flmiting the angular proximity of the primary 
gimbal axis and .he LOS, ensure that t8e maximum gimbal rate is limited 
to approxi-nately twice the minimum value. 
motors l a i g e  enoigh to produce the highcr angular rates can be readily 
incorporated i.-to the pointing system design. 
a large variation of required angular rates is usually weight-inefficient. 

As just shown above, if the primary ginrbal axis is norma: to the 
orbit plane, it wiil always be separated frorr, the LOS by more than 4 degrees 
if the inclinatim of the LAS orbit is less thaa 74 degrees or greater than 
104 degrees, 
which include polar and sun-synchronous orbits, there is  no body-fixed axis 
that does not a: some time during the LAS orbit coincide with a possible 
LOS to a DRS. That is, for these LAS orbit inclinations, any arbitrarily 
chosen axis fixed in the earth-oriented body will a t  some time point toward 
a location in space a t  ezostationary altitude where a DRS could be, This 
occurs because the earth-oriented body is rotating about the orbit normal 
and because its orbital motion corresponds to a *lo degrees a s  seen from a 
DRS. Since these inclinations a r e  popular for many earth observation mis- 
sions, the gimbal rate problem is a consequence of the orbital geometry. 

These angles can be reduced if 

However, provision for such 

However, for inclinations ic ifie range 80 to 100 degrees 

There a r e  several ways to eliminate or minimize this  problem, 

1) Two antennas --If two antennas are used, their primary axes can 
be fixed in the earth-oriented body in differ-nt directions so that 
during the portions of the LAS orbit in which each is used their 
respective primary axes a r e  adequately separated from the LOS, 
Or alternatively the primary axes of the antenna can be made 
parallel, and when the axis of the transmitting antenna begins to 
approach the LOS so that the angular rate becomes excessive, 
the other antenna is pointed to another DRS and transmission is 
switched to  this  antenna. These methods are treated in some- 
what greater detail later, 

Off-target pointing - An obvious method to avoid the high gimbal 
rates is to  refuse to point thc: antenna in a direction close to the 
primary axis. 
coincide with the LOS when the LOS is near to the primary gimbal 
axis. If the target DRS lies along the primary axis or very near 
it, then the antenna wil l  not be pointing the center cf its direct- 
ive beam a t  the DRS - hence, the term "off-target pointing." 
This method is not applicable i f  the antenna is highly directive, 

TFla+ is, the antenna pointing direction will not 
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Figure 55. Polar Orbit and Worst-case 
Geometry for Determining Closest 

Angular Approach of LOS and gl 
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i. e. , the beamwidth is small. 
such a s  the representative nission chesen iil Section 2, the data 
rates and bandwidths will  be large, and analysis of the communi- 
cation link indicates that required antenna gain will probably be 
30 dB or  greater which means that the 3-dB beaw-width will  be 
less than 5 degrees. Such an antenna must be pointed to  within 
2.5 degrees or less  of the LOS; for this case, off-target poiniing 
is dubious, 

For optical imaging missions, 

For instance, in order to point within 2 degreesof the primary 
axis, according to the previous analysis, Case A, a gimbal rate 
of approxima;ely 12.2 deg/min is required which is nearly 
3-1/2 times *;he LAS orbital angular rate. 
2-degree beamwidth, only 1-degree of deviation from the LOS 
can be allowed which requires a gimbal rate of 20.8 deg/min - 
nearly six time,; the LAS orbit angular rate, 

For  an antenna with a 

If the antenna gain is less than about 24 dB corresponding to a 
3 dB beamwidth of 10 degrees, the antenna can be allowed to 
deviate from the LOS by 4 o r  5 degrees, which, for Case A, 
according to the above analysis, ensures that the maximum 
gimbal rate is reasonable. 

Solar panel mounting - An antenna may be mounted to a solar 
paoc? as c'iscussed in the preceding subsection. Since the solar 
panel is criented so that its surface is perpendicular to  the sun 
direction, there is an axis parallel to  th i s  surface which is also 
parallel to the LAS orbit plane, Orienting the primary gimbal 
axis in th is  direction ensures that it will always be separated 
from the LOS by at least 56.5 degrees which eliminates the 
gimbaling problem of concern here. The worst-case conditions 
yieldhg this result a r e  shown in Figure 55, 

Three-gimbal axes - Providing an additional gimbal axis allows 
another degree of rotational freedom and eliminates the gimbal 
rate problem, In this case, the third axis keeps the primary 
axis always poir-ted away from the LOS, possibly and ideally 
normal to it, thereby eliminating the gimbal rate problem, This 
subject is treated below as a separate topic because of i ts  
pot entia1 , 

4.3.2 Three-Gimbal System 

As just discussed, a three-giinbal system eliminates the problem of 
large gimbal rates, but it introduces additional complexity iato the antenna 
steering mechanical and electronic design. As mentioned previously, math- 
ematically only two rotational degrees of freedom a r e  required and the two 
gimbal angles can be expressed uniquely a s  time-varying functions. Adding 
an additional gimbal axis introduces nonuniqueness, Le , ,  there is no unique 
way to rotate about the three-gimbal axes in order to follow a DRS, but an 
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infinite number of ways. 
a simple steering method should be adopted, minimizing the added complex- 
ity due to the third gimbal axis and eliminating the nonuniqueness problem. 

In order. to make a three-gimbal system attractive, 

The nonuniqueness problem can be solved by letting the third axis be 

A very desirable reference is 
controlled by some external reference such that the primary axis is  in a 
known position and does not lie near an LOS. 
the equator, with the third axis rotating the primary axis so that it is always 
perpendicular to the equatorial plane. However, providing sensing devices 
and/or command capability to implement this primary axis control is 
complex. 

An alternate scheme is to use the ecliptic plane in place of the 
equatorial plane. A very convenient object, the sun, is available to 
establish this reference. The third axis is controlled by a sun sensor to 
orient the primary axis normal to the sun vector and parallel to the LAS 
orbit plane. 
this method is equivalent. The very same control signals used to  position 
the solar panels can be used to control the third gimbal axis, which will be 
normal to the orbit plane. Furthermore, the antenna can be mounted on the 
earth-oriented body, and all the disadvantages of the solar panel mounting 
are removed. 

But, recalling the previous discussion of solar panel mounting, 

There is one possible disadvantage to  such a three-gimbal system 
in addition to increased complexity. If the solar panel control system has a 
pointing accuracy less than one-half the antenna beamwidth, then programmed 
control of the antenna is not possible and ground control is dubious. For 
high data rates, it is entirely possible that an antenna with a 2-degree beam- 
width may be used. If the solar a r r ay  steering system has an accuracy less  
than 1 degree, then program control of the primary and secondary gimbal 
axes based on the assumed position of the third (normal to the ecliptic) will 
result in a serious degradation of the data. Ground control, however, is 
possible if  angular position data are available from all three-gimbal axes, 
but the control is more complex because all three axes must now be steered 
from the ground rather than just two. Automatic antenna steering with a 
monopulse system will give the required pointing accuracy. In such a .sys- 
tem, only the primary and secondary gimbal axes a r e  controlled by the mono- 
pulse system, just as in a two-gimbal system, while the inertial axis is 
controlled by the inaccurate solar panel stepring system. For this reason, 
the third gimbal axis will be referred to as the inertial axis. 
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4.3.3 Comment 

It must be remembered that for a two-gimbal systera the primary 
gimbal rate becomes large when the primary axis and the :,OS are in 
angular proximity. It was shown previously that i f  the prinlary axis were 
placed normal to the orbit plane and the inclination i satisiied 

0 S i 5 76 degrees 

104 C i 5 180 degrees 

then the gimbal rate will not become excessive. Thus, all the above dis- 
cassion dealing with solutions to the gimbal rate problem is of interest only 
if 76 degrees c i 5 104 degrees, which includes polar and sun-synchronous 
orbits. 
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4 . 4  MATHEMATICAL GIMBAL ANALYSIS 

Tq provide greater detail, several of the above concepts a r e  
discussed more fully here. In particular, mathematical analyses of two 
gimbaling methods a r e  presented. 

4. 4. 1 Line-of-Sight Vector 

To mathematically analyze gimbaling systems, the mathematical 
expression for  the LOS must be known. 
and a DRS can be described in te rms  of the orbital parameters which include 
1) 1, the angle between the LAS orbit line of nodes and the vernal equinox, 
2) 8 ,  the orbit angle of the LAS from the line of nodes, 3) i, the itclination 
of the LAS orbit plane, and 4 )  9, the orbit angle of the DRS from the vernal 
equinox. The first three a r e  defined in Section 3.6 and shown in Figure 34. 
The vector distances and orbital parameters a re  shown in Figure 56. In the 
following analysis, all vectors a r e  exprebsed in inertial coordinates shown 
in Figure 56. 

"he vector distance between the LAS 

cos 8 sin A t sin 8 COS i cos X 

cos 8 cos A - sin 8 cos i sin A (9) 

R s  sin cp - Ro cos 8 sin X - Ro sin 8 cos i cos 

sin 8 s m  i 
0 

cos cp - R co;r 3 C ~ Y  \ t R sin 8 cos i sin 
0 0 

where 
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Then it may be shown that 

4.4.2 Three Gimbal - Solar-Panel-Mounted Antenna 

This subsection t reats  the gimbaling system for a solar-panel- 
mounted antenna and the three-gimbal system discussed above where the 
third o r  spacecraft-fixed axis i s  normal to the orbit plane and is controlled 
by solar panel steering signals. These two systems are  mathematically 
equiv.aIent. First ,  the two-gimbal solar-panel-mounted sntenna will be dis- 
cu' sed, and then the equivalence of the three-gimbal system will be treated. 

A solar-panel-mounted antenna wi l l  not require a s  much angular 
motion in the orbital plane a s  a body-mounted antenna because the rotational 
motion of the spacecraft is compensated for by the solar panel pointing sys- 
tem. 
motion, the DRS orbital motion, and the motion of the sun with respect to 
the LAS and DRS orbits. 
referring to Figure 57 where the basic geometry i s  illustrated. 

The antenna pointing system must compensate for the LAS orbital 

The range of pointing angles can be determined by 

It i s  important to note that an oriented solar panel i s  positioned so 
that it is perpendicular to the sun vector, v, which serl-es as a fundamental 
reference. 
the LAS orbit plane, or equivalently its normal, and the sun vectqr. 

Thus, there a re  two references associated with the solar panel - 

In Figure 57, the two extreme conditions for a polar orbit a r e  shown; 
they occur at the summer and winter solstices. 
trated i s  in the plane containing the sun vector, v, and ecliptic normal, i. e. , 
the plane perpendicular to the ecliptic plane containing the sun vector which 
coincides with the LAS orbit plane. The maximum required angular motion 
in this plane is seen to be 47 degrees t 2am, 
this range of motion. 
orbit is relatively small, the variation during one LAS orbit will be 2am. 

The angular motion illus- 

and it takes 1 year to realize 
cince the motion of the sun during any single LAS 

At the two times of year shown, the plane containing the sun vector 
and the ecliptic normal i s  perpendicular .to both the ecliptic and equatorial 
planes. am represents the maximum angular deviation of the LOS 
from the equatorial plane. Figure 58 shows two geometrical situations for 
determining am. 
less  than 800 r!. mi.,  Om 
am 5 10.8 degrees. 

From the case shown in Figure 58a, for LAS altitudes 
10.3 degrees; for the case in Figure 58b, 

From the above analysis, the conclusion is that pointing capability 
in the LAS orbit plane for a polar orbit should allow a range of at least 
47 f 22 degrees = 69 s 70 degrees of motion. This range should be 
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Figure 56. Antenna Pointing Vector 
Distances and Orbital Parameters 

Figure 57. Solar Panel - Mounted 
Antenna Geometry 

t4 
3 
P 

Figure 58. Two Geometrical Situations for Determining Maximum Angular Motion 
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centered about the sun vector so that angular deviation from this vector is 
t35 degrees. 

This discussion has dealt so far  with the motion in the LPS orbit 
plane or eqttivalentiy motion about its normal. For  total antema coverage, 
another plane of motion :nust be chosen, and the most natural choice is the 
ecliptic plane. 
to *35 degrees, tl-e motion in the ecliptic should be unlimited and, indeed, 
can be made so because the orthogonal motion is limited. 

Although p ,kiting capability in the orthogonal plan 1 is limited 

As mentioned in Section 4. 3, the axes in a two-gimbal system can 
theoretically be oriented arbitrarily except that they must not be colinear. 
However, as  was shown in that section, when tnc LOS is  in angular proximity 
to the primary gimbal axis, the angular rate ab0u.t that axis increases with 
a term involving the cosecant of the separation angle. 
girnbaling scheme should not allow the primary axis an6 LOS co approach 
each other. But, as was shown for certain LAS orbit inclinations, this can- 
not be avoided if a two-gimbal ogstem is mounted on the body. Mounting an 
antenna ox: a solar panel eliminates this problem. 

Thus,a desirable 

The two natural references have been described above. It is geo- 

Thus, two 
metrically logical to orient the primary gimbal axis with respect to the 
solar panel such that it is normal to one of these references. 
configurations a r e  possible a s  shown in Figure 59. 
the primary axis coincides with the sun vector, which means that there will 
be two times of the year such that when the LAS crosses the equatcrial plane, 
the primary axis and LOS may coincide, !.. e. ,  the primary axis lies in the 
equatorial plane. 
during which the primary axis may lie undesirably p.ear an LOS i s  a signi- 
ficant portion of a year. 
ships, for a polbr orbit, the primal-y axis in cystem A can lie within 4 
degrees of a possible LOS for 41.6 percent of the year. 

Note that in system A, 

Considering the translational orbit motion, the period 

Using simple spherica! trigonometric ielation- 

In system B of Figure 59, the g1 --LOS proximity problem is elimi- 
nated. In this system, the primary axis is oriented with respect to the solar panel 
so that it alw?.ys remains normal to the PUT? -rector axd pa;.a!Zel to the LAS 
orbit plane. Then, as  is mentioned in the previous section and illustrated 
in Figure 55, the LOS and primary axis a re  always separated by at  least 
56.5 .degrees for a polar orbit. For  LAS orbits which deviate considerably 
from a polar orbit, there is a body-mounted two-gimbal system which is 
applicable (see subsection 4. 3. 1). Thus, it  i a  this system which is  pre- 
€erred f o r  LAS orbit inclinations in the range 75 to 105 degrees. 

In spite of this gimbaling advantage, there a re  a number of dis- 
advantages that detract from the solar panel mounting of an antenna. 
disadvantage s include: 

These 

1) Extension of antenna feed lines resultitg in additional signal 
power losses 
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Figure 

I ' s o u p P * F B L  i 
a) CiMeAL SYSTEM A W CfMEAt SYSTEM e 

59. T PO Gimbaling Schemes for Solar Panel-Mounted Antennas 

f 

Figure 60. Solar Panel Coordinates 
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2 )  Possible interaction between the solar panel steering system 
and the antenna stetring system 

Additional structural complexity of solar pane! in order to mcunt 
the antenna 

3) 

But all of these disadvantages a re  removed with a body-mounted three- 
gimbal antenna. 

A body-mounted antenna will be attached to a strsrctural extension, 
itself attached to the earth-oriented body. 
devices a r e  located at the end of this extension. Instead of attaching a two- 
gimbal system to a solar panel which by its directivity toward the sun keeps 
the primary axis normal to the sun vector, just add another torquing device 
at the end of the antenna extension which performs the same function. This 
additional torquing device, providing motion about a third axis attached 
rigidly to the structural extension and oriented normal to the orbit plane and, 
hence, parailel to the solar drive, maintains the primary axis normal to the 
sun vector just as the solar panel would. 
trolled with the same electrical signals that control the solar panel drive, 
or, alternately, it can be "slaved" to the solar panel steering system. 
this three-gimbal system, the solar-panel-mounted antenna and the three- 
gimbal antenna a re  conceptually equivalent. 

The gimbal a x e s  and torquing 

This torquing device can be con- 

With 

Approximate Angular Rates 

For purposes of approximating the gimbal angle rates of such a 
system, assume that the LAS orbit is polar. 
components of rotation not compensated by the solar panel or inertial gimbal 
steering system. 

Then there a r e  two orthogonal 

Referring to Figure 60, 

k, = 6, cos 23.5" + dl cos A sin 2 3 . 5 "  (13) 

Now, 
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where 

3 4 (n. mi. ) 

sec 2 G = 6.275 x 10 

For 

Ro = 500 n.mi. and h = 35 degrees 

ss 2.12 x radisec ( ' 1)rnax 

= 8-8  x rad/sec ('2 )Inax 

And so 

-4  
s 1.51 x 10 rad/sec = 8.66 x deg/sec (g 1) Max 

- 4  -3  = 1.2 x 10 rad/sec = 6 . 9  x 10 deg/sec (g2)max 

Gimbal Angle Analysis 

As discussed above, the preferred gimbaling scheme (system B in 
Figure 59) has the primary axis mounted orthogonal to the inertial axis and 
is rotated by that axis so that it remains normal to the sun vector. 
antenna axis corresponding to the prgcipal  direction of radiation must be 
controlled to coincide with the LOS (Ra). 
vector quantities which define the two gimbal angles: the LOS vector, Ra, 
which is given by Equation 11, the sun vector, xs, and the orbit normal, n. 
These latter two a r e  shown in Figures 60 and 56, respectively, and are 
expressed in inertial coordinates by 

The 

Thus there a r e  three fundamsntal 

x =  
S 

where p = sin (23" 27'); q = cos (23O 27') 
4-28 



Denoting the primary gimbal axis by g l ,  the above mentioned ortho- 
gonality conditions imply that 

- q s i n T +  g p s i n q +  glz cos q = 0 g l  xs - g1x 1Y 

sin i cos X + g cos i + glz  s in  i sin X = 0 (22) - g1x 1Y 
g l * n =  

A third equation defines the magnitude of gl 

Sclving Equations 21, 22, and 23 with considerable algebraic manipulation 

1 p sinq s i n 1  sini - c o s q c o s i  

cosq  sini cos X - q sin? s in i  s i n k  

sin q(q cos i - p sini cos X) 

t 24) 

where 

2 2  2 2 2 2  2 K = 1 sin2 i [ ~ o s z ( q +  1) + p cos sin + sin q p  cos + q cos2 i) 

. (25) 
+ cos 2 i cos 2 q -  sin2 i ( s i n q c o s q s i n X +  p q c o s ~ )  

The antenna is attached to the secondary gimbaJ axis, g2, so that the 
radiation beam center is orthogonalto it. And since R, and the beam center 
must coincide, g2 is orthogonal to R,. By construction, g2 is orthogonal to 
gl. wnere the secondary gimbal angle, 42 is also shown. It can be seen from 
this figure that 

The relationship between these three vectors is shown m Figure 61a 
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Thus 

Performing the vector multiplication of Equation 26 

sina2 =-  QK sin 6 (cos q cos i - p sin q sin X sini)  

t c o s 8 s i n ~ ( p s i n i c o s X - q c o s i ) +  B ( p c o s e s i n T l s i n i c o s 2  X 

t s i n 8 c o s ~ c o s X c o s 2 i  - p s i n 8 s i n q s i n i c o s i s i n 2  X 

where 

The primary gimbal angle all is dekned as the deviation of the pro- 
jecticrn & 
both n an$gl. This seemingly complex defiartion is i l lu  . .ted in Figure 61b, 
f rom which i t  follows that 

of R, onto the plane normal to gL  from the vector normal to 
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Figure 61. Definition of Gimbal Angles 
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since 

Thus 

Ea n 
sin a - 1 -  I Eap I 

By a vector identity and Equation 26 

- - - - - 
2 R = Ra - gl(gl Ra) = Ra .t gl lRaI sin a aP 

Thus 

(Ra t g1 IEai s i n a 2  1. n 
sin a 1 -  - 

I Eap I 

4.4.3 Body-Mounted, Two-Gimbal Antennas 

Gecmetry and Gimbal Axes 

For the three-gimbal or splar-panel-mounted antenna,' the solar 
panel steering compensates for the rotation of the spacecraft, but a body- 
mounted antenna must move so a s  to compensate for this motion a s  well as 
the LAS orbital translation motion and DRS motion. 
the solar-panel-mounted antenna is the sun vector, but for a body-mounted 
antenna, the reference is the LAS orbit plane and the primary gimbal axis 
may, most naturally, lie either in or normal to th is  plane. 

The basic reference for 
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Consider the geometry af Figure 62 where the pointing angle limits 
in the LAS orbit plane a re  shown. 
the body-fixed x-axis and the LOS is  2Cmax which varies from 218 to 248 
degrees for LAS altitudes from 200 to 700 n.mi. 
of the LAS orbit and the DRS shown in-Figure 62, the rate of change of 5 is 
much greater than the rate of change of the angle between the LOS and body 
axis normal to the orbit plane. 
is 12 to 15 times greater than that of the DRS, the orbit plane w i l l  be the plane 
of the most rapid LOS relative angular motion. This was shown in subsection4.3.1. 

The maximum angular movement between 

For the relative pqsitions 

Since the orbital angular velocity of the LAS 

Two natural choices a re  available for primary gimbal axis orienta- 
tion- in the orbit plane or normal to it. Any axis lying in the orbit plane 
when rotated through more than 190 degrees wi l l  coincide with a possible 
LOS. Since rotation in this plane is in the vicinity of 240 before eclipse CJ 
the DRS, the gimbal rate probiem, discussed at length in subsection 4. 3. 1, 
exists. However, the problem can be eliminated by providing two antennas 
whose primary gimbal axes during use rotate through less  than 180 degrees and 
a re  positioned with respect to the spacecraft so a s  to never coincide with a 
possible LOS during the respective antenna's use. 
choice of two primary gimbal axes, and Figure 64 shows their movement 
.with respect to a LOS and the orbit. 
would be switched at the equator and neirr the poles. 

Figure 63 shows the 

Figure 65 illustrates how the antennas 

The alternate gimbaling method consists of choosing the primary 
axis normal to the orbit plane. 
task of the solar panel steering system for a solar-panel-mounted antenna 
as wellas compensating for the LAS translationalorbit motion. 
LAS orbit inclinations between 80 and 100 degrees, the primary axis w i l l  
coincide with a possible LOS resulting in excessive primary gimbal rates 
unless two antennas are again provided. 
in Figure 66. 
system. 

Angular motion about this axis performs the 

However, for 

The fundamental geometry is shown 
The following mathematical analysis pertains to this type of 

Gimbal Angle Analysis - Primary Axis Normal to Orbit Plane 

Similar to the analysis for the solar -panel-mounted antenna, the 
gimbal a?.gles can be related to the orbital parameters. 
not involved in this situation a s  it was earlier, the angle A between the LAS 
line of nodes and vernal equinox can be set to zero except that the DRS orbit 
angle, 9, must be replaced by 9 - A = Q. 
rotates with the line of nodes, but substituting 9 - h = a  accounts for the 
movement of the line of nodes. 

Since the sun5s 

That is, the inertial axis zi  now 

The important quantity is the angular rate 

Thus 
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Figure 62. Antenna Pointing Angle in 
LAS Orbit Plane for Body-Mounted 

Antenna 

Figure 63. Primary Axes in Orbit 
Plane for Avoiding Large 

Gimbal Rates 

Figure 64. Two Orbit-Plane 
Gimbal Axes 
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Figure 65. Antenna Cbngeover 
Sequence for Two Antennas 

TO ms 
2 
It us 

DRS 

\ 

TOP V W  3- - 1  

TODLS 3 J - 
Figure 66. Geometry of Primary A x i s  Normal to Orbit Plane 
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The above simplification is. possible because only the relative posi- 
tions of the LAS and DRS a re  of concern and the sun is nct a consideration. 
However, the line of nodes of the LAS orbit will rotate; this accounted fcr 
the relative LAS orbit-DRS angle 52 and its rate of change. 
fication, Eqcation 11 becomes 

With this simpli- 

In Section 3.6, the relationship between the inertial and orbital coordinates 
is given as 

where with h = 0 

/sin 8 cos i sin 0 sin i co; C) 

-cos 8 cos i -cos 8 sin i sin 8 

cos i (32) 

And assuming that the orbit and body axes are kept in close alignment by the 
attitude control system 

Then 

ma) = G(Ea) 
body inertial 
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So combining Equations 30 through 33 

Rs (sin SZ sin 8 cos i t cos 52 cos 8)  - 

I 
(Fa) 

Lc dy \". (cos ~r sin e - sin Q cos 8 cos i) 

The relationship of the antenna axes x y, za to the body axes is &own in 
Figure 67 which is almost identical to?Figure 61. 

cos gz -cos gl  sin g2 sin g 

cos 82 

sin g1 sin g2 ccs g2 

(35! 

The X a  vector must coincide with Ka and must equal a unit.vector in the Fa 
direction. 
ponents of xa and ua can be equated, yielding 

Using the defining Equations 24 and 25, the body ccc.rdinate cor&- 

cos g l  cos g2 = Q [sin 52 sin 8 cos i t cos 52 cos f- - B] ( 3 0  

sin g2 = -Q sin 52 sin i (37) 

-sin g y  cos gz = Q [cos SZ sin d - sin 0 cos 8 cos if (38) 

where 

-1/2 
(39) 

Ro B = - = (1 t B' - ZB [cos e cos 52 +cos i sin 8 sin 
a 

The secondary gimbal angle position, g2, i a  specified by Eqmtion 37 
and the primary gimbal angle is found by dividing Equation 38 by 36 yielding 

sin S2 cos 8 cos i - cos C2 sin 8 
ein 52 sin 8 cos i + cos 52 cos 8 - 3 tan g - 1 -  
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Figure 67. Body and Gimbal Axis 
Coordinates 
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4.5 ANTENNA STEERING 

The directive antenna must be pointed at a DRS within view of the 
Nominally, the center of the antenna beam pattern and the l ine of sight 

The problems and considerations associated with mounting an 

The question now arises -given an antenna 

LAS. 
coincide. 
antenna and with orienting the axes of rotation have been considered in the 
previous three suhsections. 
mounting and gimbaling configuration, how should the torquing devices be 
controlled? Four methods are discussed below in order of increasing 
sophistication and complexity. 

4.5. 1 .ContinGous Ground Control 

One of the first and most obvious methods of steering one o r  two 
ar,tennas is by command from a ground station through the DRS relay link. 
If accurate pointing is required, the command rate will be high. 

F i r s t  consider a body-mounted antema with the primary axis in the 
orbit plane, but oriented such that during use it always remains separated 
from a LOS by 30 degrees. 
and is illustrated in Figures 63 and 64. To evaluate the gimbal ra tes  pre- 
cisely, a detailed mathematical analysis is necessary, but estimates are 
possible f rom simple geometrical considerations. Referring to Figure 53 
with E = 30 degrees. the primary gimbal rate is given by 

Such a system is discussed in subsection 4.4.3 

gl  = 0.31 csc e = 0.62 deg/min 

and the secondary gimbal rate is given by 

If the gimbal axis must be -ontrolled to within e degrees, the time between 
commands is given by 

t = 1.61 g minutes 
61 

0.226 minutes tg2 = 

Thus if 
1.61 minutes and commands for the secondary axis about every 13 seconds. 

Now, consider a polar orbit and a three-gimbal system at the vernal 
The primary gimbal axis is normal to the equator and the secondary 

The primary axis must compensate for the DRS 

= 1 degree, commands f p r  the primary axis must be sent every 

equinox. 
axis is normal to the La. 
orbital motion (Wd) and the secondary axis must compensate for the LAS 
translational orbit motion (wL), where the inertial axis automatically com- 
pensates for US rotation. 
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From Section 4.3. I 

wd 5 0.31 deg/min 

wL I 0.083 deg/min 

Thus if  each gimbal axis must be controlled to within 5 degrees the minimum 
time between commands is given by 

5 - =  
0.31 3.22s minutes 

125 minutes 

Thus, in order to control each axis to within 1 degree, commands for the 
primary axis must be sent every 3.22 minutes and commands for the 
secondary axis every 12 minutes. 

A comparison of these two examides reveals another advantage of 
the three-gimbal system - the two externally controlled axes have low gimbal 
rates and thus require commands relatively infrequently. 
must be accurately controlled by the solar panel steering system. 

The inertial axis 

4.5.2 Updated Program 

It is possible to have an on-board programwhich controls the primary and 
secondary gimbal axes for a length of time. Periodically, commands from the 
ground will change program parameters, and the changeover from one DRS 
to another will be controlled by ground command. 
the analysis results of subsection 4.3. I indicate that the programmer may 
be complex and/or the up*-.ting commands will have to be sen t  frequently, 
btrt much less frequently than with pure ground control. 
system again offers an advantage because the motions about the prim-ary and 
secondary axes are relatively simple. 
rate is nearly constant, but has  a small additive sinusoidal term, while the 
secondary is sinusoidal in nature. 
updating would be necessary between changeovers. 

For a two-gimbal system, 

The three-gimbal 

For this system, the primary axis 

With such a system, it appears that no 

The basic advantage of this concept over the pure ground controI 
method is that fewer ground commands are necessary. 

4.5.3 Autotrack With Ground-Controlled Changeover 

The autotrack with ground-controlled changeover method requires 
that the LAS be able to track the DRS automatically using a monopulse or 
equivalent tracking scheme. 
will be applied to the primary and secondary gimbal motors between 

Control signals from the autotrack electronics 
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changeover, but the slewing of the.antenna from one DRS to another is per- 
formed by ground command a s  m the two previous methods. 
changeover, the autotrack system is turned 0.7:. The changeover maneuver 
is performed and then the autotrack system is re-engaged. 

Jss t  prior to 

This system is considerably more complex than the previous two 
methods requiring both the autotrack electronics as well as more complex 
antenna design. But, in general, antenna pointing is much more accurate 
which is extremely desirable for a highly directive antenna, and fewer 
ground commands are necessary than are required with the two previous 
systems. 

4 . 5 .  4 - -  ~ d c t e l y  Automatic 

The completely automatic method is the ultimate method. Ground 
control is not requirzd. The antenna steering system automatically tracks 
a DRS, performs the changeover maneuver, and then reactivates the auto- 
track system. 
a scheme. 
the changeover maneuver is performed automatically. 

One o r  two antennas may be controlled automatically by such 
The difference between this method and the previous one is that 

in order that the complexity of such a system be kept within reasonable 
bounds, the data re1a.y satellites must be located symmetrically in the equa- 
torial plane, which for full LAS coverage requires three or more DRSs. 
With such symmetry, the changeover consists of a preprogrammed maneuver. 

To illustrate how such a system might operate, consider a simple 
The LAS is in a polar orbit with a single three-gimbal antenna mounted 

If the time of year 

When the LAS approaches either the north o r  south pole, the autotrack 

case. 
away from the outward facing side. 
equatorial plane spaced symmetrically 120 degrees apart. 
is one of the equinoxes, the primary gimbal axis is normal to the equatorial 
plane. 
system is deactivated, the antenna is rotated approximately 120 degrees 
toward another DRS, and the autotrack is reactivated, Admittedly, at some 
other time of year and for a nonpolar LAS orbit, this maneuver is somewhat 
more complex, involving the secondary gimbal axis, but the maneuver can 
be preprogrammed. 

There are three DRSs located in the 

Establishing communications following a changeover in the above 
systems has implied that after the changeover maneuver, the antenna is 
pointing a t  the DRS with the required accuracy for transmission, or  that 
turning on the autotrack will correct any small residual pointing errors. 
However, the acquisition problem, discussed below, m a y  not be that simple. 
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4.6 ACQUISITION 

The requirement for some type of acquisition system depends pri- 
mar i ly  on the beamwidth of the antenna. 
pointing capability by ground command or programmed maneuver may not 
be sufficient to ensure that the DRS lies within the antenna beamwidth follow- 
ing changeover. If this is the case, then some automatic acquisition method 
must be employed. 

For very small beamwidths, 

One candidate method requires that after changeover, portions of the 
antenna be deactivated resulting in a broader beamwidth. 
width, the autotrack system is activated and the antenna is automatically 
pointed toward the DRS within the capability of the crude pointing system. 
Then the unused portions of the antenna are reactivated, providing the fine 
pointing and tracking mode, 
method. 

With this beam- 

The antenna design is complicated by this 

Another method is to search for the DRS by mechanically scanning 
the antenna over some angular search area determined by the expected 
residual e r r o r s  following the changeover maneuver, 
added electronic complexity. 

This methcd requires 

In the representative LAS mission chosen in Section 2, structural 
design and packaging limitations will probably limit LAS antenna gains to 
less than about 38 to 40 dB. In general, the beamwidths will be greater 
than 2 degrees. 
vide command or  autotrack control of the antenna such that an acquisition 
scheme is unnecessary. 

With beamwidths in this range, it appears possible to pro- 
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4.7 ANTENNA -SPACECRAFT DYNAMICAL INTERACTION 

The following analysis pertains to a three-axis stabilized vehicle 
which has a very small angular momentum associated with the LAS orbital 
angular velocity. Assuming this angular momentum is negligible, the law 
of conservation of angular niomentum can be expressed as 

where T represents external torque and H represents the angular momentum 
of the satellite. This is just Newton's second law expressed in angular 
dynamical terms. 
turbance torques which may be considered separately, then any angular 
momentum produced by rotating the antenna must be offset by a compensating 
angular momentum due to motion of the spacecraft. 

Ii there are no external torques except the natural dis- 

Thus 

I w = I s w s  a a  

where Ia and is are the corresponding moments of inertia of the antenna and 
the spacecraft, and w a and w Thus, 
the angular rate induced in the spacecraft is the antenna rate.reduced by the 
ratio of their moments of inertia with respect to axes through their respective 
centers of mass parallel to the axis of rotation. Integrating this relationship 

are the respective angular velocities. 

In arder to estimate quantitatively the effects of antenna movement on 
a spacecrait of the type being considered here within the boost capability of 
the Thor Delta, the following assumptions will be made: 

1) The antenna is a planar array,  30 inches o n .  side with a moment 
of inertia about the gimbal axes of approximately 0.5 slug-ft2. 

The spacecraft weighs 1000 pounds which for Delta shroud pack- 
aging yields moments of inertia about the center of mass usually 
in excess of 200 slug-ft2 (see Figure 5) .  

2) 

Now if  two antennas are employed. while one is being used, the other 
will be maneuvered at a rate corresponding to 180 degrees during one-quarter 
of an orbit, which is approximately 25 minutes. Thus 

= - =  I8O' 7.2  deg/min = 0.12 deg/sec 
(w,) 25 max 

(43) 
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And from Eqrration 42 

= O . O f 8  deg/min = 3 x deg/sec ( 44) 
- 0 . 5  

max - m ( W a )  max (4 

A single antenna will be moved at its maximum rate during changeover over 
the poles. 
degrees corresponding to about 5.5 minutes and represents a 1.40-degree 
rotation, then 

If this cL ngeover maneuver is performed during 20 LAS orbit 

- 140 - - = 25.4 deg/min 
( W a f  5 . 5  

m a X  

and so 

(us) 3 0.064 deg/min 
max 

(45) 

This value is siibstantially lhrger than that of Equation 44, but since no data 
are being transmitted during this perioci, degradation of the data due to this 
motion is uniriiportant. 

During data transmission, the maximum relative angular rate is 
approximataiy 

(wo)  + (w,) 4.4 deg/min 

which results in 

0 . 5  
( w  = (4.4) 200 = 0.01 I deg/min = 1.83 x lo--? deg/sec 

rnax 

which is quite small. 

If the above angular rates are excessive for a particular mission o r  
sensor, they can be reduced by providing counterrotating inertias to com- 
pensate for the antenna motion. Spin stabilization with the gyrostat or a 
momentum wheel will also minimize these disturbance effects. 
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4.8 RECOMMENDATIONS 

This section began by distinguishing between the two major antenna 
conside rations based on transmission requirements. 

Uninterrupted data require two antennas, but with allowable inter - 
ruptions a single antenna may be used. 
tions 4.2 and 4.3, the following recommendations are made for these cases. 

Based on the discussion of Sec- 

4.8. I Two Antennas - Continuous Data 

LAS Orbit Inclination Between 7 5  and 105 Degrees 

The antennas should be mounted on extensions outward from the 
earth-oriented body in opposite directions along the axis coinciding with the 
velocity vector. 
with the primary axes in the L4S orbit plane oriented as shown in Figures 63 
and 64. 

These antennas should have two-gimbal steering systems 

LAS Orbit Inclination Less Than 7 5  Degrees and Greater 
Than 105 Degrees 

The mounting should be same a s  above, but the primary gimbal axes 
should be normal to the M orbit plane. 

4.8.2 One Antenna - Interrupted Data 

LAS Orbit Incfination Between 75 and 105 Degrees 

The antenna should be mounted on an extension outward from the side 
of the spacecraft which faces away from the earth. The antenna should have 
three gimbal axes with the inertial axis ($he one rigidly attached to the body- 
fixed extension) controlled by the solar panel steering system such that the 
primary axis remains normal to the sun vector. 

LAS Orbit Inclination Less Than 75 Degrees and Greater 
Than 105 D egrees 

The mounting should be the same a s  above, but a two-gimbal system 
can now be used with the primary axis normal to the orbit plane. 
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5. ANTENNAS 

5.1 INTRODUCTION 

A critical element in the low-altitude satellite data relay satellite 
There a r e  two funda- (LAS-DRS) communication link is the LAS antenna. 

mental antenna concepts: the electronically steered antenna and the 
mechanically steered antenna. 
concepts for use on an LAS, concluding that the mechanically steered 
antenna is preferable. 

The following section compares the two 

Sections 5. 3 through 5.6 deal with specific types of mechanically 
steered antennas which will provide gains that range from 10 to 50 dB over 
frequencies ranging from 2 . 2 5  to 35. 0 GHz. 
aspects a r e  considered, and quantities such a s  pertinent dimensions, effi-  
ciencies, patterns, impedances, bandwidths, and weights a r e  discussed. 
The antenna arrays examined here are slotted planar arrays, arrays of 
helices, paraboloidal reflectors and feeds, and rectsngular horns. At the 
lower frequencies especially, the dimensions and weights of the antennas 
become extremely large for the largest gains considered. 
characteristics have been included for comparison purposes. 

Both electrical and mechanical 

However, these 
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5.2 ELECTRONICALLY SCANNED VERSUS MECHANICALLY STEERED 
ANTENNA 

This section discusses primarily the electronically scanned antenna 
concept, but both a qualitative and quantitative coinparison are made with an 
equivalent mechanically steered antenna. The comparison of thes-a two types 
is hindered somewhat by the fact that for the electronically scanned antenna 
many of the electronic and RF components a r e  closely associated with the 
radiating structure anrcannot be separated from it as can be done with a 
mechanically steered antenna. 

Briefly. the main radiation beam of an electronically scanned 
antenna is steered, o r  scanned, by causing a progressive change in the 
phase of a wavefront across the aperture of the array,  whereas the beam 
of a mechanically steered a r r ay  is scanned by physically rotating the array,  
orienting the beam in the desired direction. 

An electronically 'scanned antenna ccnsists of four functional sub- 
portions: the radiating structure, the phase shifting devices (or their 
equivalent) with their actuators or  drivers,  the feediag network, and the 
scan controller. The subportions are discussed below. 

5.2. 1 Radiating Structure 

The magnitude of angular motion of the line of sight (LOS) with 
respect to the LAS depends on the inclination of the LAS orbit and the num- 
ber of data relay satellites (DXSs). 
-system, the LOS may lie in an angular region greater than a hemisphere 
(see Figure 30). 

For a poiar LAS orbit and a two-DRS 

If there are three DRSs, this region is somewhat reducdd, but is still 
approximately a hemisphere symmetric about the LAS body-fixed local verti- 
cal. 
include 37, 45, 62 ,  and 64. Because of this large required angular coverage, 
an electronically scanned antenna has a number of disadvantages. 

Figures which may help to visualize this antenna pointing requirer-lent 

Because of the reduction of effective aperture that occurs when the 
beam is scanned off the a r r ay  normal, a single planar a r ray  is not sufficient 
t o  achieve the desired coverage. Consequently, a number of separate arrays 
must be used. 
time. Analyses have shown that when a maximum scanning loss of 3 dB is 
desired, approximately five o r  six a r r ays  a r e  needed t o  provide hemispheric 
coverage with the minimum number of elements. Each ar ray  covers a differ- 
ent but equal portion of the hemisphere. It is estimated that about 400 radiat- 
ing elements, each with a peak gain of 7 dB, would be required on each a r r ay  
t o  obtain a 30 dB gain at the extreme edge of its coverage region. Conse- 
quently, the radiating structure itself will be larger and heavier than that 
of a mechanically steered antenna. That is, for the same gain, the radiating 
structure for the electronically steered antenna will be at least five o r  six 
times the weight of that for an equivalent mechanically steered antenna. 

As the beam is scanned, only one a r ray  will be active at a 
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5.2.2 Feed Network 

The main beam of 8n array is  scanned by the creation of a progressive 
change in the phase of a wavefront across the aperture of the array. 
accomplish this phase change , the elements require excitations whose phase 
can be independently controlled by electronic means. 
between the elements by a controlled amount will change the progressive 
phase of the common wavefront by the desired magnitude. 

To 

Shifting the phase 

Phase control of the individual elements can be accomplished by wing 
parts of the array structuiz or by using separate components, called phase 
shifters, or their equivalent. These phase shifters a r e  inserted between 
elements or in the feeding structure that ccnnects the elements. 
cally steered arrays, the layout of the feeding structure is affected by such 
factors a s  size of array, polarization, shape of elements, physical size and 
weight limitations, power handling requirements, conductor losses, input 
impedance, bandwidth, and frequency of operation. In scanned arrays, addi- 
tional factors to be considered a r e  the required phase change and loss in the 
phase shifter, systematic errors,  and control circuitry. 

In mechani- 

5.2.3 Phase Shifters 

The required phase shifting can be performed either at RF or at IF. 
If the phase shifters a re  broadband, 400 will be required for 30 dB gain. 
They can be sharer: among the five or six arrays, since only one array 
operates at a time. 
a r e  used at 8 GHz to  provide only 2-bit phase shifts (90-degree steps), the 
weight would be about 1 ounce per phase shifter. This weight corresponds 
to  a total phase shifter weight of 25 pounds, which excee-ls by a factor of 
more than 16 the weight of apechanically steered planar array to provide 
the same gain and coverage. 
0. I watt, so  40 watts of control power will be needed to  steer the beam. 

If R F  diode phase shifters built into microstrip circuits 

The control power per  phase shifter is 

If IF phase shifters a re  used, a low-noise mixer is required for r.ach 
of the 400 el  .ments in the array. 
weight of the antenna in addition to  the weight of the IF phase shifters. 

These mixers add about 25 pounds to the 

5.2.4 Scan Controller 

A scan controller serves at least two functions: it must accept 
perhaps a single-channel input command and multiply or convert it to  a s  
many individual commands.'to the phase shifter as a re  needed to  operate the 
array. The provision of such a multiplicity of commands, perhaps several 
hundred from a single input, is  a function that is not common in computers. 

The second function is one of performing computations necessary to 
provide the correct specific actuating signals to the phase shifter drivers. 
Since, in general, the computations must be made for each different setting 

rD: The planar array weight does not include the weight of the mechanical 
torquing de vi s e s. 
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CONE OF COVEIAGE 
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Figure t G .  Five Square Arral-s 
Arranged! on Frustum of F'yra-.nid 

Figure 69. Block Diagram of 
Phase Scanned Array Antenna 

Sys tern 
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of the 
comp c -.rr,putations mu be made in parallel. 

. shifters, either sufficieEt speed must be achieved ir the 

Zhe complesity of the cmtrol-  i r  depends on the numEer of elements 
acd on the number of >its of phase shift employed. 
tional weight to  the antenna and requires additional prime power. 

The device adds addi- 

5.2. 5 Quantitative Comparison - Hemispherical Cove*-age 

5 s e d  on thc results of Reference 1, an ar ray  of five or  six identical 
square arrays arranged on a pyramidal frustum will give the most efficient 
gaic coverage of a hemisphere. Figure 68 shows ii five-axray combination 
and illustrates the coverage it provides. It is assumed that the gain reduc- 
tion resulting From scanning the pencil beam from broadside of an array to  
its cone edge of cov-rage -s 3 dB. 
for an array composed of elements with approximately a cos 8 power pattern. 
A waveguide slot element in a multislot a r ray  has a pattern that satisfies 
this approximation. 

This assumption is a good apprwimation 

'Weight estimates are based upon a planar a r r ay  design of slotted 
waveguides. The electricai and nechanical chzrzcteristics of a planar 
a r ray  of slotted waveguides designed for high gain, lightweight applications 
are well knwm isee Section 5. 3). 

Only c-ie plrqax array is "on" at any one time. If the beam generated 
by one array is %canned beyond its maximum scan angle of coverage into the 
coverage range -:n adjacent array, logic circuits aQtornatically switch to  
the adjacent ar 
Fig-ire  69 is a block diagrarn of the antenna system. The logic is-contrdled 
by a spacecraft rotationd ;tiput computei (SRiC) which always knows the 
spacecraft position relative to the DRS in view. The SRKC also ha3 an output 
which goes *..> the beam steering controller (BSC). The BSC converts beam 
position, relative to a fixed coordinate systera of t t e  spacecraft, to  a set of 
digital settings for all phase shifters in an array. The digi 
puts of the BSC are converted to appropriate currents or voizages, and dis- 
tributed to  N phase shifters of N-element a r ray  by driver and switchcircuits. 
Logic and switch circuitry directs driver signals to only one of the five arrays. 

, aad activate it, while the first a r r ay  is deactivated. 

command out- 

Estimates of power, weight, and nr?ce for the above-mentioned 
eiectronically scenned antema system COST :.orients are made below. 

Single Arra; and Feed 

T a o  antenna sizes are considered for the- weight, power, and size 
estimates. 
frequency of reception is assumed to be 7. 5 GHz. 
assumed. These estimzdes are shown in Table 4. 

The frequemy of transmission is assumed to be 8. 0 GHz. The 
Circular polarization is 
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TABLE 4. CHARACTERISTICS OF 20 dB AND 40 dB PLANAR 
ARRAYS TO BE UTILIZED IN HEMISPHERICAL COVERAGE 

SCANNEDANTENNAARRAY 

r Scan Loss. Max Circular dB' 0 = 0' 
G- flin. pol. ), - 'ohrite' Loss* &Array Array 

'max ounces inches 

dB NA = 5 N A = 6  . dB andFecd Side 
only. D.M..  Numberof 0- = 47. B m U = 4 l '  0 =  0. 

' 

Elements 7 .5  GHt 8.0 HZ 

3. 0 0.5 dB assume 3.5-5 4.8 
1 dB 

=soo 48 

3 d B  
Beam- 
width 

degrees 
e = 00. 

16 

1. 5 

*due to element pttetn only. 

Spacecraft Rotational Input Computer (SRIC) 

Weight = 5 pounds 
3 Volume @ 25 in /l.b = 125 cubic inches 

Power dissipation 

3 p = 1 watt/in x 125 in3 = 125 watts max 

Assuming safety factor > L r e s d t s  in 

s 50 watts psRIc 

Beam Steering Camputer (BSC) 

Assume slow sca,b on order of several seconds, for low orbiting 
spacecraft. Worst-case estimate of digital scan rate 

3600 Scan =: 4 deg/min = 1 deg/l5 sec = 90 mitutes, 90 Torbit 

If the beam is scanned in  increments of one-half of the 3 dB beamw-idth, the 
fastest scan rate is (15 sec/l") x 1/2(1. 5 O )  z 10 seconds hold per beam. 
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Assume a square array with uniform rectangular spacing. 
arithmetic function for the computer is 

Then the basic 

(sets of bits) = h(+xv) 

1) N = N N = 1600 
X Y  

3 or 4 bits/+-shifter 

Require 1000 to 1200 integrated circuits 

Size 3 1/3 f t3  = 575 in 

Weight = 10 pounds 

PDiss = 1OOwatts 

2 )  N = N N = I:. - .  

X Y  

4 bits/+- a-ifter 

Have =1/3 complexity of computer for D above, therefore, 
1/3 number of ICs, 

Size = 1/4 ft3 = 430 cubic inches 

Weight = 3. 5 pounds 

pDiss = 30watts 

Driver Circuits 

. Assume 1 driver/+-shifter, therefore have N drivers/array. 
Assume diode +-shifters only (not enough information on ferrites at this 
time). 

1) 1600 element array 

2 bits/+-shifter (i. e., A+ = 90-degree increments) believed 
adequate far good pattern control 

Weight = C. 002 Ib/dr:-ver x 1600 = 4 pounds 
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Volume = 12 cubic inches (epoxy and copper) 

PDiss z 1 watt each (from Esaira - 70 ma per diode) 
x 1600 = 1600 watts 

A multilayered distribution board for simple pin connections ar.J 
structural rigidity would weigh = 1 pound. 

2) Comments 

a) Heat dissipators add to complexity, since driver has its 
own losses; e. g., pull up resistors and limiter resistors. 

Driver would be attached to  +-shifter, therefore need 
cabling from distribution board to  switching circuits t o  
4-shifters. 

b) 

Logic and Switching Circuits 

Needed a r e  NE x NA-position, single throw switches; i. e., 
=16 x five-position switches (diode type) t o  1600 x five-position switches 
(diode type). 
power and be simpler in construction. 

Electromechanical switches would probably consume less 

Power Supplies 

1) 1600 elements (2 bits) 

I: 1600 watts - +-shifter drivers 

= 50 watts - SRIC 
PDiss 

100 watts - BSC 
0 watts - logic and switching circuits 

>1750 watts 

Assuming q = 60 perce3t efficiency 

=. PDiss 3000 watts 

Size = PDiss/l watt/in3 = 3000 cubic inches 

3 3 Weight z (0. 54 lb/in ) x (3000 ia  ) = 120 pounds 
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2) 16 elements (4 bits) 

= 32 watts - +-shifter drivers 

50 watts - SRIC 
PDiss 

30 watts - BSC 

0 watts - logic and switching circuits 

> 112 watts 

Assuming q = 60 percent efficiency 

PDiss > 190 watts 

Size = 190 cubic inches 

Weight = (0. 04 lb/in 3 ) x (190 in 3 ) = 8 pounds 

Phase Shifters Weight (Excluding Drivers) 

1) NE = 1600 

Assume < 1 ounce = 1/16 pound each 

Weight = 100 pounds 

2 Volume each = 0. 5 in by 3 to 6 inches long 

2) ME = 16 

Weight = ?pound 

Volume each ss 0. 5 in by 3 to 6 inches long 2 

Combining the above results, estimates of total weight and prime 
power required by the two electronically scanned arrays can be made. 
These estimates are  shown in Table 5. 

For comparison, simiiar estimates can be made for a mechanically 
steered array. 
total antenna weight must include the weight of the gimballing system and a 
portion of the mounting structure. The power required for steering is that 
required by the torquing devices and control electronics. 
estimates were made, and the combination of these considerations is 
presented in Table 6. 

In addition to the .weight and size of a single array, the 

Conservative 
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TABLE 5. ELECTRONICALLY SCANNED ANTENNA ESTIMATES 
Design Frequency = 8 GHz 

Number of 
Elements 

Minimum Gain, 
dB Planar Array Power 

Receive Transmit inc he s pounds+ watts* 
Side D irnens ion, Weight, Dissipation, 

TABLE 6. MECHANICALLY STEERED ANTENNA ESTIMATES 
Design Frequency = 8 GHz 

16 14. 5 15. 5 

16 00 34. 5 35. 5 

4. 8 14 > 112 

48 770 >3000 

5.2.6 Conclusion 

* 
Side 

Gain, Dimens ion, 
dB inc he s 

16 4 

3 36 
c 

Reierfing to Tables 5 an6 6, it can be seen that the power required 
by the electronically steered antenna is several orders of magnitude larger 
than that required by the mechanically steered antenna for high gains. The 
weight difcerence is not great for low gain antennas, but for a gain of 35 dB, 
which is a very real possibility for anticipated optical imaging data rates, 
the difference in weight is considerable. From an examination of Table 5, 
it can be seen thst  for high gains in the vicinity of 35 dB, b.Ah the power 
requirement and weight of the electronically steered antenna is way out of 
proportion compared to  the total spacecraft, payload, and other subsystem 
weights and powers. 

Weight, Power, 
pounds watts 

5 < a  
25 < 15 

Electronically scanned arrays a re  desirable where mechanical motion 
of the antennas cannot tc tolerated or the rapidity of the required beam steer- 
ing exceeds that which can be obtained by mechanical tnovement of the antenna. 
Under those conditions it may be necessary t o  pay the price 02 additional 
weight and prime power. 
of the above requirements for mechanical motion or rapidity of beam s t ee rkg  
apply. 

In the application of interest here, h3wever, neither 

For this reason it is felt that further study of electronically steered 
-.--y.o at this time is unwarranted, and further study effort is directed 

i. pl :c hnical ly  steered antennas. 
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5.3 PLANAR ARRAY OF SLOTTED WAVEGUIDES 

5. 3. 1 Description 

The antenna discussed in this section consists of a planar a r ray  of 
shunt slots cut iri  the broadwall of rectangular waveguides. 
type a r e  extremely efficient and, consequently, display very high-gain 
characteristics for a given aperture size. 

Antennas of this 

The low-gain antennas (10 to  20 dB) consist of from two to four linear 
a r rays  that a r e  fed by a single feedguidt. across the back of the array. The 
coupling is accomplished by means of a slot cut in the center of each linear 
array. The feedguide can be fed either by wavegcide or a coaxial connector 
properly matched to  the feedguide. 
a r rays  is on the order of a haE of a f ree  space wavelength. 
a r ray  with ZO dB peak gain is shown in Figure 70. 

The thickness of the low-gain planar 
An X-band planar 

The higher gain antennas a r e  obtained by connecting many of the low- 
These modules a r e  fed 

The corporate feed ior one quadrant of a high gain planar array is 

gain antennas or  m d u l e s  that were described above. 
by a corporate feed consisting of rectangular waveguide and H-plane power 
dividers. 
shown in Figure 71 and a cypicaf H-plane power divider is shown in Figure 72. 
The thickness of the .-.ntennas with gains between 20 and 35 dB will be approx- 
imately one-half of a free-space wavelength. For  the antennas with gains 
between 35 and 50 dB, the thickness will be approximately one free space 
wavelength. 

Circularly polarized planar a r rays  a r e  in general rather complex; 
thus, it is usually advantageous t o  use a polarized planar a r ray  of. slots. 
Various types of polarization converters that will convert linear polarization 
to  circular polarization a r e  discussed in another section of this document. 
These polarization converters a r e  attached to  the front face of the planar 
a r ray  and will add to the overall thickness of the antenna. 

In all of the discussions and calculations that follow, the aperture was 
assumed to  have a square shape, since square planar a r rays  a r e  simpler to 
design and fabric &e than a r e  planar arrays of other shapes. This, howevc:, 
does not mea= that planar a r rays  with other shapes could not be considered 
for this appiication. 

5. 3. 21 Electrical Properties 

Since the frequency range of operation has not been chosen, this 
discussion will include predicted antenna performance characteristics for 
four reyyesentative frequency ranges. 
were a .- -med t o  be 2.25, 8. 0, 15. 0, and 35. 0 GEz. 

The foar transmitting frequencies 
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Gain (Efficiency ) 

As was mentioned previously, slotted waveguide planar arrays a re  
extremely efficient devices; efficiencies of greater than 80 percent have been 
measured on planar arrays that operate a t  frequencies as high as &-band, 
and greater than 70 percent for frequencies as high as  60 GHz. 
aperture size as a function of antenna gain for  the four operating frequencies 
being considered is shown in Figure 73. Although the curves a r e  shown as 
continuous, this is not really the case for !ow gain antennas, since the slots 
a r e  discrete elements with a fixed element pattern. However, for antenna 
gains greater than 20 dB, these curves can be considered t o  be continuous. 

Antenna 

Planar arrays car. be designed t o  provide very efficient operation 
over a 12 to 15  percent freq-aency band. 
of percent frequency ba:idwidth is plotted in Figure 74. The three main 
factors that contribute to this gain degradation are a decreasing effective 
aperture for decreasing frequencies, a high voltage standing wave ratio 
(VSWR). and slot-to-slot phase and amplitude errors .  

The estimated gain loss as a function 

Beaniwidth 

The 3-dB teamwidth as a function of antenna gain is plotted in 

If a tapered aperture distribution is 
Figure 75. 
a uciform aperture illumination. 
required in order to  lower the sidelobes, the beamwidth will increase by a 
factor that is dependent on the sidelobe level and the type of amplitude taper 
being utilized. 

These beamwidths w e r e  calculated for a square aperture with 

Sidelobes 

All of the gain and beamwidth date presented in the two previous 
sections were based on a square-shaped aperture with a uniform amplitude 
distribution. 
pattern with a first sidelobe 1 3 . 2  dB down from the peak of the main beam. 
The pattern is shown in Figure 76. Lower sidelobe levels may Le obtained 
by changing the shape of the antenna, (e. g., a circular aperture with a uni- 
form amplittide distribution has a firs\ sidelobe 17.6 dB down from the 'peak 
of the main beam), by exciting the aperture with a tapered amplitude 
distribution, or a combination of the two. 

This configuration provides a (sin X/X)2 far-field radiation 

For the large planar arrays with g-iins between 35 and 50 dB, fery 
low sidelobe levels (30 t o  35 dB down) may be obtained with a minimal gain 
loss by utilizing efficient amplitude tapers such a s  the Taylor distributions. 
The antennas with less than 35 dB.of gain do not have a sufficient number of 
elements across the aperture to approximate these sophisticated amplitude 
tapers. 
parabolic taper, would have t o  be utilized. 
could be realized would be approxiw-ately 25 dB down for antennas with gains 
between 25  and 30 dB, and on the order of 2 0  to 22 dB down for antennas with 
2 5  dB of gain or less. 

This means that a simpler amplitude taper, such as a linear or  
Minimum sidelobe levels that 
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As was the case with the gain characteristics, good sidelobe perfor- 
mance could be maintained over an 8 to 12 percent frequency band, but there 
would be some degradation for a larger frequency band. The amount of side- 
lobe degradation is difficult to  estimate without a detailed computer analysis 

Voltage Standing Wave Ratio (VSWR) 

Slotted waveguide planar array antennas have been designed with a 
VSWR of less than 1. 50:l. 0 for a 13-percent frequency band, 
frequency band, measurements indicate that the VSWR tetlds to  oscillate 
between 2.0:  1.3 and 4.0: 1.0. 
the low VSWR occurred in the transmitting frequency band and that the 
degradation occurred in the receiving frequency band. 

Outside of this 

The planar array could be designed so that 

Polarization 

The slotted waveguide planar arrays a re  linearly polarized, so some 

For the present application there appears t o  
method of pohrization conversion must be added t o  provide the required 
sense of circular polarization. 
be two attractive methods that can be used to  obtain circular polarization 
with an a r ray  of linearly-polarized slots. 
been demonstrated by personnel at Hughes. 

Both of these techniques )Lave 

The first method is a panel-type polarization converter ccnsisting of 
three polarizing sheets separated by a specific electrical distance. The 
three polarizing sheets with the critical separation convert the linearly- 
polarized electric field into two orthogonal components and delay the phase 
of one cornponent 90 electrical degrees with respect to the other, resulting 
in circular polarization. The three polarizing sheets are shown b Figure 77, 
and the panel-type polarization converter configuration is shown in Figure i8. 
An experimental polarization converter of this type was designed and fabri- 
cated for operation with an X-band planar array. 
circularly polarized wave with an axial ratio of less than 2. 0 dB over a 
20-percent frequency band. 
frequency bandwidth is shown in Figure 79. 

The device provided a 

A plot of the axial ratio as a function of 

The second rr.ethod involves making the slot itself a circularly . 

polarized radiating element. This is accomplished by placing a conducting 
loop across the slot, as is shown in Figure SO. Planar arrays of this type 
of element have exhibited axial ratios of less than 2. 5 dB over a 12-percent 
frequency band. The axial ratio performance over a 25-percent frequency 
band would be comparable to  that of the panel-type pohrization converter. 

From a practical standpoint, the panel type polarization converter 
could be used on all  sizes of planar arrays, but the loop-slot radiator may 
not be desirable for antennas with gains over 30 dB, since the number of 
slots becomes very large. 
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Powe T Handling Capabilities 

The factor that will  determine the power handling capability of the 
planar array is the method by which it is fed. 
X-band, the planar array could be fed either by waveguide or a coax-to- 
waveguide transition. 
would probably be fed by waveguide since coaxial cable s tar ts  to get very 
*ossy at the higher frequencies. 
pactor breakdown. This effect depends on the peak voltage across a region, 
the dimension of that region, and the frequency of operation. 
of the height-to-width ratios employed in the planar arrays, power handling 
capabilities, as limited by multipactor breakdown, a re  or the order of tens 
of kilowatts or more. 
interest, multipactor breakdown should nct occur for power levels less 
than the order of kilowatts. 

For frequencies up through 

For frequencies higher than X-band, the planar array 

The breakdown that might occur is multi- 

For waveguide 

For the radiating and coupling slot dimensions of 

In the case of the lower frequencies where coaxial feed lines might be 
used, multipactor effects will  not be a problem in dielectric filled lines. 
air-filled lines of 5O+hm impzdznce, multipactor eifects should not occur 
for the power levels oi interes' 

In 

5.3.3 Mechanical Properties 

Mat e ria 1s and Weight 

As is the case with all spacecraft hardware, it is desirable to  make 
the antenna a s  lightweight a s  possible. 
arrays would be fabricated f r sn  thin (0.016 inch) sheets of aluminum or 
magnesiam. 
the four operating frequency ranges under discussion a r e  piotted in Figure 81, 
for aluminum and magnesium, and the aperture shape is assumed to be 
square. 
combination of magnesium and aluminum and in that case the weight would 
fall between corresponding values taken from these two fipres. 

In order to attain this goal the planar 

The predicted antenna weights as a function of antenna gain for 

For some applications, planar arrays have been fabricated with a 

Fabrication Techniques 

For  the purpose of discussing fabricating techniques, the planar array 
can be considered to  consist of four basic parts: the slotted radiating plate, 
the main body containing the array of waveguides minus the slotted top-wall, 
the feedguides, and in the case of the higher gain antemas, the corporate 
feed containing the power dividers. 

The slotting of the thin radiating plate has been accon:plished success- 
fully by either milling with a numkrically controlled milling mschine or by a 
chemical milling process. k precise method of fabricating the main body 
containing the array of waveguides consists of straddle-milling the entire 
panel from a sheet of magnesium or aluminum. The feedguide is a simple 
U-shaped channel, machined or formed from the desired material. 
method of fabricating the power dividers, if they a re  utilized, is somewhat 

Tte  
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dependent on the number required, 
would probably be fabricated from thin-wall waveguide with the septums and 
matching irises either bonded or dip-brazed into place. For a large quantity 
it would be more economical to  make tooling for investment castings and then 
cast the power dividers. 

Fcr 2 celatively small quantity they 

Electron-beam welding is used to  attach the radiating plate to the 
main body of the planar array. Both aluminum and magnesium have been 
electron-beam-welded with excellent results. This technique is desirable 
because it provides strong joint with minimum distortion, since very little 
heat is generated. The feedguides can be either electron-beam-welded or 
bonded to  the back of the planar array. 
ing is a two-step operation; first a nonstructural, silver filled, conductive 
adhesive is used in order to  maintain a continuous conductive path, then a 
structural epoxy is used to provide the necessary mechanical integrity. 
With the higher gain antennas, the corporate feed is bonded to the feedguides 
in the same manner as just described. 

The technique that is used for bond- 

The panel-type polarization converter is also constructed a s  a very 
The polarizing sheets a r e  fabricated from thin dielectric lightweight unit. 

sheets clad with a 0. 001-inch layer of metaL 
pattern is photo-etched onto the metallic coating of the dielectric sheets. 
The spacing between the polarizing sheets can be maintained by placing a 
lightweight phenolic honeycomb between them, as shown in Figure 78. 
structure is then attached to  the planar array. 

The required palarizing 

This 

In the case of the planar array of loop-slots, it is only necessary to 
attach the loop to  the slotted radiating plate. 
bonding or electron-beam welding. 

This can be accomplished by 

5.3.4 Effects of Tracking Method on Antenna Design 

Command or Programmed Steering 

Since these two types of antenna steering involve sending electrical 
signals to a motor that arives the positioning mechanism without feedback 
from the satellite-to-satellite communication link, there is no effect on the 
RF design of the planar array antenna. 

Monopulse Autot r ac king 

Once the two communication antennas (one on each satellite) a re  
aligned withie their 3 dB beamwidths, a monopulse autotracking scheme can 
be utilized to keep them aligned as  long as there is a signal transmitted 
between the two antennas. 
special feature required on a monopulse antenna is a sum-and-difference 
circuit. The microwave circuit shown schematically in Figure 82 can be 
used t o  obtain the sum-and-difference signals necessary for a dual-plane 
phase monopulse tracking system. 
four-port hybrid junction that has the property of combining two input signals 

From an antenna d?sign standpoint the only 

The basic element of this network is a 
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Figure 82. Operation (on 
Receptioii) of Monopulse sum 

and Difference Network 

in phase at one output port, and I80 degrees out of phase a$ the other output 
port. 
difference signals in two orthogonal planes in addition to the pencil beam 
sum signal. 
port and either of the difference ports. 
be designed in waveguide, coax, or stripline. 

Four such hybrids are arranged, a s  shown in Figure 82, to provide 

More than 30 dB of isolation can be obtained between the sum 
The four-port hybrid junctions can 

The only limitation involved with utilizing the planar array as a .  
monopulse tracking unit is that the radiating aperture must be able to  be 
divided into four identical subapertures or quadrants. 
would'be rather difficult to mechanize a planar a r ray  with less Zhan sixteen 
slots (a 20 dB gain antenna) for monopulse tracking operation. 
consistent with the conclusion of Section 4. 5; that automatic tracking is 
necessary only for high-gain, narrow-beam antennas where command or 
programmed steering is inadequate. 

This implies that it 

But this is 
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5.4 ARRAYS OF HELICAL RADIATORS 

5.4. 1 Descriptior, 

Arrays of end-fire radiators or volumetric arrays such as the 
helical radiator have the advantage of being smaller in cross section than 
the other types of radiators and a r e  less complex than dipole or slot arrays. 
The axial mode helical radiator is formed by winding a wire in a helix with 
a pitch angle of from 11 to 16 degrees and a diameter of the order of h / 3 .  
A metallic ground plane whose dimensions a r e  of the order of h is placed 
at one end of the helix. 
outer conductor terminates on the ground plane and whose inner conductor 
passes through the ground plane to form the helix. 
wound on a dielectric tube or supported by dielectric spokes extending from 
a metal tube along the longitudinal axis of the helix. Several helices can be 
connected by a network of transmission lines to form an array. The design 
and performance of suitable arrays of helices a r e  discussed in some detail 
in succeeding paragraphs. 

The helix is usually fed by a coaxial line whose 

The helix itself may be 

5.4. 2 FJectrical Properties 

The design parameters of helical radiators scale linearly with wave- 
length, hence the dimensions of both the individual helices and arrays of 
helice5 a r e  given in terms of wavelength in the following discussion. 
emphasized that when dealing with helices, mutual coupling effects a r e  
significant for practical spacings. 
dict. The curves of size, weight, etc. , given a r e  extrapolations of existing 
data, with mutual coupling neglected. 
estimates of these properties. 

It is 

These effects a r e  very difficult to pre- 

Consequently, they a r e  only gross 

Gain 

The gain of an a r ray  of helical radiators is dependent on the number 
of helices in the array,  the spacing between the helices, and the gain of the 
individual helix. 
mutual coupling is then negligible to a f i rs t  approximation, the gain of an 
array of N helices is simply the product NG, where G is the gain of a single 
helix. 

If the helices a r e  spaced sufficiently far apart so that 

. 
The gain of a helical radiator is.related in a rather complex fashion 

to the helix diameter, pitch angle, and the length of the helix (Reference 2). 
The gain also depends on whether the helix has one or more windings. 
The gain of a bifilar helix (Reference 3) is greater than that of a 
unifi.ar.helix.of the same length, .and for that reason is preferred over the 
unifilar helix. 
has been found to give the gain of a bifilar helix within 1 dB over the fre- 
quency range in which the helix radiates in the axial mode. 

The relation G = 10 L/X, whcre L is the overall helix length, 
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The spacing between helices in the array should be greater than 
Assuming 

that the spacing between radiators is greater than m, the gain of an . 
array of N helices is approximately 

wavelengths in order to reduce mutual coupling effects. 

where L is the length of an individual helix. 
with the number and length of the helices is illustrated in Figure 83. 

The variation of array gain 

If it is assumed that the helices of the array a r e  arranged in rows to 
form a square array and that the spacing between rows is m, then the 
diagonal of the array is given by 

A =  wavelengt3 s 

On setting the array diagonal equal to the length of an individual helix, the 
following relation is obtained for the number of helices in the array 

20 N2-40 N&+ 20 N = G 

The number of helices required for an array whose diagonal equals the 
length of an individual helix is shown in Figure 84 as a function of G. The 
array diagonal AS a function of gain is plotted i3 Figure 85. 

The resistive losses on a helical radiator a r e  usuallj completely 
negligible, and the efficiency of an ar ray  of helices is determined by the 
attenuation in the transmission line network connecting the helices. Effi- 
ciencies greater than 90 percent have been achieved by arrays of four and 
five hdices. 

Bandwidth of Helix 

The bandwidth of a helix radiating in the axial mode is given by 
Kraus (Reference 2) ac ’. is determined by the requirement that 213 < Cx<4/3, 
where C is the circumference of the helix in terms of wavelength. 

and axial lengths up to approximately two wavelengths. The relation is not 
correct for helices much longer than two waveler-pths, since the upper f re  - 
quency limit is a function of the length of the helix (see Reference 4). 

This 
relation a olds true for helical radiators with pitch angles of 13 to 15 degrees 

The lower frequency limit depends on the effective launching of the 
axial mode along the helix. For pitch angles of 23 to 25 degrees, the lower 
limit is given approximately by Ch = 0. 8, and is substantially constant with 
helix length. 
relationship of the phase velocity along the helix conductor to tha.c required 

The upper frequency limit for a given helix depends on the 
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by the Wwdyard-Hansen criterion. A s  the length of the helix is increased 
the phase velocity iequired for optimum gain increases and the phase rela- 
tionship between turns of the helix is no longer optimum. The variation of 
Cis and hence the upper frequency limit, with length is shown in Figure 86 
for a 13-degree helix. The peak helix gain occurs for Cx a few 2ercent less  
than the limit shown in Figure 86, hence, in general, the length of a helix 
should be less than 7 or 81 so that at the receive frequency, Cx is greater 
than 0.8. 
of frequency. At higher frequencies where the percentage bandwidth reguire- 
ments a re  less, this length restriction on the helices no longer applies. 

The gain of a four-helix array is shown in Figure 87 as a function 

Minimum Length 

The limitations on the minimum length of a helical radiator operating 
in the axial mode result from a cGmbination of impedance sensitivity, pat- 
tern degradation, and polarization degradation. 

The frequency insensitivity of the input impedance of axial mode 
helices depends on the fact that the current distribution at  the input is not 
appreciably affected by the open end. 
conductor length be at least 1. 5 wavelengths (Reference 2). For  an axial 
mode helix, the circumference ranges from 0 .75  to  1.3 wavelengths so 
that the helix must have at least one turn o r  more. However, from the 
point of view of pattern symmetry, a one-turn helix is not very satisfactory. 
The two orthogonal components of the electric field have patterns that are 
quite different and have high back lobes so that even if circular polarization 
were obtained for some directiori it would not be mainta?ned over a very 
large coverage region. 

This condition requires that the helix 

The axial ratio on the axis of a helix is given approximately by the 
relation (see Reference . , 

2 n t  1 axial ratio = - 2 n  

where n is the number of turns. For a small number of turns, the axial 
ratic would be further degraded at other angles as a result of the pattern 
asymmetry discussed above. 
is the minimum number that should be used. This number of .turns cor- 
responds to a minimum helix length of approximately three-quarters of a 
wavelength. These conclusions are based on the properties of a single con- 
ductor helix. No data is available on short bifilar helices. It appears that 
the bifilar h e l x  would improve the pattern symmetry somewhat and might 
allow even shorter axial mode helices to be used. 

Consequently, it appears that three turns 
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Figure 83. HelixLength as Function of Number of Helices, 
With Gain as Parameter 
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Beamwidth and Sidelobe Level 

The radiation pattern of an a r ray  of helices can be com uted using 
array theory, prcvided the radiation patterns of the individual R elices in- the 
array are knowr*. 
mutual coupling can be neglacted, the a r ray  patterns can be <ornputed, 
using for the pattern of the individual helm the relation [see Reference 2) 

If the helices are spaced Fiafficiently far apart so that 

where 

n = the number of turns in the helix 

SA = the separaticn between turns in wavelengths 

The patterns computed in this fasjniun ?re useful at the transmit frequency 
where mztuai coupling between the helices is not gie’it. At frequencies 
deviating far from the design f rew acy, the mutual coupiing between helice9 
cannot be neglected and the measAred radiation patterns have a broader 
beam and higher sidelobes than indicated by the computed patterns. 

Patterns for four and seven element arrays of helices are shown in 
Figures 88 and 89. 
patterns tsing the Seoretical  patterns of Kraus. 

The patterns for the seven-helix array are computed 

It is ?vident from the foregoing discussion that the exact beam- 
width and sidelobe level of the radiation patterns of ar rays  of helices must 
be determined by actual measurement. 
determined approximately from the relation 

However, thz beamwidth may be 

This beamwidth is plotted as a function of gain in Figure 90. 
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Antem-as with low sidelobe levels have amplitude distributions which 
a r e  tapered toward tne edges of the aperture. Taylcr tapers give low side- 
lcbes with minimum loss of gain. This type of distribution cannot be used 
effectively in arrays of helices, since such arrays a r e  usually composed of 
a relatively small number of helices. 

The sidelobe level of arrays of helices fall in the range of 10 to 15 dB 
below the main beam. 
by using more helices with closer spacing and tapering the distribution step- 
wise so that the helices on the  outer periphery receive less  power than the 
inner helices. This method results in an antenna which is much heavier and 
more complex, and in effect nullifies one advantage of a r rays  of helices over 
a dipole or  slot array. 

Lower sidelobes (15 to 20 dB below) can be obtained 

Voltage Standing Wave Ratio 

Arrays of four and five helices have been built with an input VSWR 
less  than 1.5:l over a 25 percent frequency band. This performance can 
also be achieved with larger arrays;  however, the design of the branching 
structure becomes increasingly difficult as the number of ele--ents is 
inc r eas ed . 

Polarization 

The axial mode helical antenna radiates right or left-hand elliptically 
polarized waves depending on the screw sense of the helix winding. The 
polarization is very nearly circular for  helices with eight or  more turns. 
T t z  wiaf ratio or  ellipticity at  the beam peak of an a r ray  of five bifilar 
helices is sno3r: as a fmction of frequency in Figure 91. The axial ratio 
increases for angles off ihe beam peak and may be very nearly linearly 
polarized for angles much greater thail t h e  3 dB beamwidth. 

Power Handling Capability 

The peak power handling capability of helical a r r ay  antennas for 
space applications is limited by multipactor breakdown. The feed network 
used to distribute power to  the helices and the input to  helices themselJes 
are most susceptible to  multipactor breakdown. The multipactor effect is a 
resonance phenomenon wEch is frequency sensitive, and the dimensions of 
the branching network and input to the helices must be chosen so small or  so 
large that multipactor breakdown cannot occur. The peak power handling 
capability of stripline with a characteristic impedance of 50 ohms is of the 
order of 1 kilowatt for frequencies in the range 2 to 35 GHz. 

The average power handlihg capability of the stripline components IS 
limited primarily by the allowable temperature rise at the center of the line. 
For a given rise in temperature the power handling capability decreases 
with frequency. The average power handling capability of !%-ohm line with 
a Rexolite dielectric is shown as a function of frequency in Figure 92 for a 
39OC rise in temperature. 
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Figure 90. 3-dB Beamwidth 
Versus Antenna Gain for Square 
Array of Helices With Uniform 

Excitation 

Figure 91. Five bifLar Helix 
Array Axial Ratio as Function 
of Frequency Normalized to 

Transmit Frequency 

Figure 92. Average Power 
Handling Capability of 50-ohm 
Lim With Rexolite Dielectric 

as Function of Frequency 
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5.4.3 Mechanical Properties 

Materials and Weight 

The materials best suited for the fabrication of an a r ray  of helices 
depend on the environment in which the antenna is expected to survive and 
operate. For spacecraft applications, lightweight, high-strength materials 
such a s  beryllium and mapesium, and dielectric materials such as fiber- 
glass and teflon are used. 

The materials and fabrication techniques a r e  dependent on the 
frequency of operation as weil a s  the environment. The dimensional toler- 
ances required at the higher frequencies a r e  more severe and may necessi- 
tate different fabrication techniques. 
operating at S-band and below can be supported by a metallic cylinder with 
dielectric spokes, as shown in Figure 93. Helices operating at X-band and 
above usually employ a dielectric tube to  support the winding, as shown in 
Figure 94. 

The windings of helical arrays 

The branching network used to  feed the helices in an a r ray  is formed 
of stripline components which a r e  less  bdky and much simpler to  fabricate 
than a coaxial feed network. 

Weights of the arrays were estimated for the dielectric tube construc- 
tion. The weights of arrays of helices to operate at the four frequencies of 
interest a r e  shown in Figure 95.as a function of gain. The weights of the 
large arrays,  especially, are only rough estimates, and specific designs 
have not been made for these antennas. 

The characteristics of a quad-helix a r ray  a r e  compared to those of a 
seven-helix a r ray  in Table 7. The dimetsions of two such ar rays  suitable 
for operation in the 1800 MHz to 2250 MHz a r e  shown in Figures 96 and 97, 
respectively. The gain and pattern data in Table 7 for the quad-helix a r ray  
a r e  based on measured data for a somewhat smaller quad-helix array. The 
gain given in Table 7 can be obtained with lower sidelobes than those indi- 
cated by using more helical elements with closer spacing between elements. 
The VSWRs given in the table a r e  at the input to the power divider or  branch- 
ing structure and do not include the discontinuities contributed by compo- 
nents such as rotary joints or multiplexers. 

Fabrication Techniques 

The stripline branching network used to  connect the helices in an 
ar ray  is most simply fabricated by the chemical milling technique. The 
stripline components a r e  made from two thin sheets of dielectric, each of 
which has metallic foil, usually copper, bonded to both sides. Portions of 
the metal a r e  etched away from one side of each of these laminated sheets 
to  form the center conductor of the branching structure, leaving a complete 
copper plate on the other side to form a ground plane. This technique is 
also applicable to the helix shown in Figure 94. The helix winding can be 
fabricated by etching the undesired metal from a thin fiberglass tube to which 
a metallic foil has been bonded. 
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Figure 95; Weight of Array of 
Helices as Function of Gain 
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Figure 97. Seven-Helix Array 
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TABLE 7. ARRAY CE-IARACTERISTICS 

Quad - Helix 
Array 

Transmit gain, dB 

Transmit beamwidth, degrees 
Maximum sidelobe fevel- 
transmit, dB 

VSWR at transmit 

Receive gain, dB 
Receive beamwidth, degrees 

Maximum sidelobe level- 
receive, dB 

VSWR at receive 
Helix length, inches 
2250 to 1800 MHz a r r a y  
Maximum ar ray  dimension, 
inches 
Estimated weight, pounds 
2250 to 1800 MHz ar ray  

Seven-Helix. 
Array 

20 
16.5 

9 

c1.5 
15.5 
20.5 
12 

42.0 
1 1  

23.5 
12 
14 

c1.5 

19.5 
17 
10.2 

C2.0 
21 

17 I 26 

2.5 9 

Fabrication tolerances a r e  dependent on the operating frequency of 
the antenna. It is desirable to hold dimensional tolerances of the helices to 
within h/1000 in order to obtain optimum performance from the array. For 
frequencies above X-band the chemical milling techniqae is not suitable 
because of the close tolerances required, and machine miitling must be used. 

5.4.4 Effects of Tracking Method on Antenna Design 

Command or Programmed Steering 

These two types of steering have no effect on earth design, sinice the 
steering scheme is independent of the antenna. 

Monopulse Tracking 

In a monopulse tracking array, the a r ray  is divided into four 
quadrants, the outputs of which a r e  fed to  sum and difference circuits, as 
shown schema..cally in Figure 82. Hence, the effects of this tracking 
method on the antenna design are the addition of the stripline sum and differ- 
ence circuits t o  the feed network and the requirement that the number of 
elements in the a r ray  be an integral multiple of four. 
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5.5 PARABOLOIDAL REFLECTORS AND FEEDS 

5.5.1 Description 

A typical antenna is illustrated in Figure 98. Antennas of this type 
a r e  generally not a s  efficient as planar slot arrays,  so the a rea  required to 
obtain a given gain with the paraboloidal reflector and feed is greater than 
that required to obtain the same gain with 2 planar array.  The reasons for 
the lower efficiency of the paraboloidal reflector and feed combination a r e  
that there a r e  effects such a s  aperture blockage and spillover losses. 
Aperture blockage occurs because the feedhorn and its support intercepts 
a portion of the incident energy. Spillover losses result because the pat- 
tern of the feedhorn extends beyond the angular region subtended by the 
reflector. In order to keep spillover losses small, the pattern of the feed 
horn is tapered. This taper across  the reflector reduces the aperture effi- 
ciency still further. The effects of aperture blockage a r e  more severe for 
low gain attennas. For the higher gain antennas (30 dB) the effects a r e  not 
so significant. 

Reflector and feed antennas a r e  inherently broadband radiators since 
they are essentially optical devices. 
acteristics of the feed rather than by the reflector. 

The bandwidth is limited by the char- 

Circular polarization is obtained by selecting a circularly polarized 
feed horn. The reflector itself is insensitive to the polarization character- 
istic s of the antenna. 

The thickness, o r  depth, of the reflector and feed antenna is signifi- 
cantly greater than that of the planar array.  The feed horn is placed a t  the 
focus of the reflector. Typical values of the ratio f/D, where f is the focal 
distance and D is the reflector diameter, range from 0.25 to 1.0. 
horn and microwave circuitry necessary to obtain circular polarization 
exteild further out along the axis of the antenna, further increasing its depth. 
Consequently, the depth of the antenna may equal or  exceed its aperture 
dimension. 

The feed 

5.5.2 E;lectrical i--::dperties 

This discussion includes estimated antenna performance character- 
istics for the same &epresentative frequency ranges as were considered for 
the planar array,  namely, 2.25, 8.0, 15.0, and 35.0 GHz. 

Gain (Efficiency) 

The efficiencies of paraboloidal reflectors and feeds a r e  generally 
For a typical reflector with a lower than those of planar atr;.ys of slots. 

horn feed, efficiencies of from 5 5  to 60 percent may be obtained. This ra lge 
of efficiency values is a result of a number of contributing factors, and these 
factors depend on the specific design requirements. 
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The main facto - s  that contribute to the reduced efficiency a r e  
amplitude taper, spillov-er, aperture blockage, feed phase error ,  and er rors  
in reflector surface. Losses due to dissipation a r e  relatively small because 
the system is basically an optical system and the feeding system is relatively 
simple. The loss due to amplitude taper across  the aperture results from 
attempts t o  minimize spillover losses. Thpse latter losses result from the 
loss of energy in radiation from the feed that is not intercepted by the 
reflector. Aperture blockage losses result from the presence of the feed 
and supporting structure in the aperture. Blockage losses a r e  less  serious 
for very high gain antennas, since the feed size does not depend on the 
required gain but on the ratio Jf focal distance to reflector diameter and on 
the required illumination taper. 

The conflicting requirements ' low spillover loss and small taper 
loss can be obviated to some extent by using special feeding techniques that 
shape the primary illumination pattern to g:ve a more uniform aperture 
illumination and yet reduce rapidly to a low value the energy radiated toward 
the reflector edge. This shaping, however, requires larger feeds than 
normal and hence increases aperture blockage. In all but high gain, narrow- 
beam antennas, such shaping techniques a r e  not very practical and a r e  not 
considered for th i s  applicatiop. 

The overall design is a compromise to achieve maximum gain. 
Reasonable values often employed in practice result in an amplitude taper of 
10 dB from center to edge.of the reflector. This taper, thcr,, is a determin- 
ing.factor in arriving a t  the feed horn dimensions. When all factors have 
been accounted for, an overall efficiency of about 60 percent results. Plots 
of antenna aperture size versus gain for the four operating frequencies being 
considered a r e  presented in Figure 99. An overall efficiency of 60'percent 
has been assumed for computing these curves. 

Reflectors with horc feeds can be designed to operate over broad 
bandwidths. 
reasons. First, a s  the frequency goea down, the primary feed pattern 
broadens, thereby making the i l luminatip more nearly uniform and tending 
to increase gain. At the same time, however, the broadening of the primary 
feed pattern increases spillover losses, thereby tending to reduce gajn.. In 
addition, phase e r rors  in the primary feed time pattern a r e  sensitive to  
frequency and contribute to the change in efficiency. Th. tact form of the 
variation of efficiency with frequency depends on the detcas of the feed sys- 
tem. An estimated curve of relative efficiency versus f -equency is ilfus- 
trated in Figure 100. In arriving at the curve in the figure, ifhas been assumed 
that a t  fo, the design frequency, the feed has been adjusted to give a 10-dB 
taper to  the aperture illumination, It has also been assumed that the phase 
variation of the feed pattern is negligible across the aperture and that the 
feed gain is therefore proportional to the square of the frequency. The 
corresponding gain variation with frequency is illustrated i i ~  Figure 101. 
Different shapes of these curves will be obtained for different assumptions 
concerning the primary pattern characteristics. 

Over these bandwidths the efficiency varies for several 
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B eamwidth 

The 3-dB beamwidth a s  a function of antenna gain is plotted in . 
These beamwidths were calculated for a 1 0-dB taper across Figure 102. 

the aperture and a re  not very sensitive to aperture blockage. 

Sidelobe s 

The antennas considered have been assumed to have an amplitude 

- 

taper across the aperture that falls to 10 dB below its peak value at  the edge 
of the reflector. 
1 too. 6838 (2r/D)2 is shown in Figure 103. The pattern does not include the 
effect of aperture blockage. 
somewhat a s  shown in Figure 104, the amount depending on the amount of 
aperture blockage. 
for antennas i: the 30 dB gain range. 
becomes more significant, andit is difficult to obtain low sidelobes. 
effect for a.. aperture with a 10-dB taper would be somewhat less than shown 
in Figure 104. 

The pattern of such an antenna for a taper of the iorm 

Aperture blockage tends to raise the sidelobes 

The sidelobe level increase wil l  probably no!: exceed 3 dB 
For lower gain antennas the blockage 

The 

Voltage Standing Wave Ratio 

Paraboloidal reflectors with circularly polarized horn feeds can be 
designed with low VSWR over very broad bands. The reason for this is that 
the circularly polarized waves from the feed that a r e  reflected from the 
paraboloid have their sense of polarization reversed from that of the incident 
waves and, hence, arc not seen by the feed. 
be limited by the device used to obtain circular polarization. 

The impedance bandwidth wil: 

Polarization 

A number of d:vj :es a re  available for obtaining circularly polarized 
waves in the feed horn. The bandwidths over which these devices may oper- 
ate differ from device to device. For narrow bandwidths, tile polarizer can 
be simply an orthmnode transducer that bas a 90-degree phase shift between 
the two inputs. 
bandwidths some additional device is required. One such device consists 
of i r ises  in square waveguide that carries two othogonal dominant modes. The 
i r ises  a r e  spaced at various ir,tervals and a r e  adjusted to retard one niodc 
while providing a phase advance for the orthogonal mode. One such ice 
using five i r ises  can be operated for over a 35 percent bandwidth wit VSWR 
of less than 1.2:1, and over a 45 percent bandwidth with an axial rat1 
than 3 dB. 
length of the device is 1.6 wavelengths at the design frequency. 

However, to maintain the 90-degree phase shift over wide 

. . leas 
The insertion loss is on the order of 0.04 dB at X-band. i ne  

Power HandYng; Capabilities 

The power handling capabilities of the reflector type antenna wil l  be 
determined by the power handling capabilities of the feed horn polarizer and 
waveguide. The most critical component wil l  probably be the polarizer. 
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Figure 98. Paraboloidal 
Reflector and Fced 

Figure 99. Aperture Size Versus 
Antenna Gain for Circular 

Aperture 
(Assumed efficiency =60 percent:* 
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Figure 100. Relative Efficiency 
bf Reflector a d  Feed as Function 

of Fr equen c' y 

Figure 101, Relative Gain of 
Reflector and Feed as Function 

of Frequency 

Figure 102. 3-dB Beamwidth as 
Function of Antenna Gain for 

Circular Aperture With 10-dB 
Taper 
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Figure 103. Pattern of Circular Figure 104. Aperture Blockage 
Aperture With 10-dB Parabolic Effect on Sidelobe Level and Gain 

Amplitude Taper Across Aperture 
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Based on the discussion presented for the planar array case, however, 
power handling capabilities of the waveguide feeds shoald not be a limitation 
of these antennas. 

5. 5. 3 Mechanical Properties 

Materials and Weights 

The basic construction of the paraboloid wil l  be a honeycomb sand- 

This construction i s  illustrated in Figure 105 which shows the 28-inch 
wich consisting of a lightweight afurriinum foil core and bonded epoxy-fiberglass 
faces. 
diameter radar reflector used on the Surveyor spacecraft. 

To ensure high dimensional accuracy, the reflective surface of the 
The paraboloid can be fabricated over an accurately made cast steel tool. 

inner and outer surfaces can each be made of three plies of 0.002-inch thick 
fihergla ss cloth impregnatedwith a space-approved epoxy-resin impregnant. 
The laminating resin wil l  also act as the bonding agent for attachment of the 
honeycomb core. This construction will result in a-weight of 0. 36 lb /ft2. 

The feed waveguides and horns are assumed to be made of 0.020-inch 
thick aluminum or  magnesium. The feed supports a r e  also aluminum o r  
magnesium. 
and feed supports a s  a function of gain a t  the four frequencies of interest. 
The weights have been estimated for both aluminum and magnesium feeds, 
horns, and support;, 

Figure l o b  shows the estimated weights of the reflector, feed, 

5. 5.4 Effects of Tracking Method on Antenna Desiqn 

Command or  Programmed Steering 

Since these methods of antenna steering do not use any antenna output 
to direct the antenna, their use has no effect on antenna design. 

Monopulse Autotracking 

The use of monopulse tracking with a reflector and feed antenna. 
requires a significant modification of the feed horn. The single horn must 
be replaced by a cluster of four horns. 
horns requires .careful horn design, since it would be necessary to modify 
the primary s u m  pattern to obtain desirable difference patterns. The use of 
monopulse also requires the addition of hybrid circuits that would complicate 
the feed and increase the weight of the antenna. However, the technique is 
feasible and has been implemented in other paraboloidal reflector antennas. 

The proper placement of the four 

5 . 5  5 Cassegrain Systems 

The Cassegrain system is the most common two-reflector system. 
It consists of a parabobidal primary reflector, a hyperboloidal secondary 
reflector, and a feed. The secondary reflector is located between the pri- 
mary reflector and its focus. The primary feed is located between the 
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Figure 106. Weight Versus Antenna Gain for 
Paraboloidal Reflector and Feed 

primary and secondary reflectors near the vertex of the primary reflector. 
Consequently, tne depth of the system along its axis is less than that of the 
single reflector paraboloidal system. This configuration provides a second 
advantage. 
focus of the primary reflector, dissipation losses are reduced and higher 
efficiencies can be obtained. When low noise temperatiires are required, 
this reduced dissipation aids in the achievement of these low temperatures. 
Because of the presence of the secondary reflector, the aperture blockage 
of the Cassegrain antennas is somewhat larger than for single reflector 
antennas, and the greater efficiency is achievable only for systems suffi- 
ciently large that aperture blockage is not too significant; that is, for high- 
gain antennas. 
somewhat less than that of a high-gain single reflector system because of the 
increased efficiency of the Cassegrain system. Consequently, Cassegrain 
systems, with their increased efficiencies and reduced axial depths, are also 
of interest for the 30 to 50 dB gain range. 

Since the feed does not require long transmission lines out to the 

The weight of a high-gain Cassegrain system should be 
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Figure 106 (continued]. Weight Versus Antenna Gain 
for Paraboloidal Reflector and Feed 
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5.6 RECTANGULAR HORNS 

5.6. 1 Description 

The type of antenna discussed in this section is a pyramidal horn of 
square cross section and fin loaded to give independent control of E- and 
H-plane beamwidths for both orthogonal polarizations. 
square waveguide containing a circular polarizer. 
considered 'over the gain ranges required. 
range a number of lower gain horns could be combined to obtain the desired 
performance. 
by the reciprocal of the number of horns used, but would add the complica- 
tion of a corporate feeding device. 
horns would probably not be much different than that of a single high-gain 
horn. 

The horn is fed by a 
Single -horn antennas a r e  

However, for the higher gain 

This modification would decrease the required horn length 

The total weight of the array of low-gain 

It is assumed that the feed guide'contains a circular polarizer and a 
transition to go from a rectangular feed waveguide with linear polarization 
to the square feed guide with circular polarization. . The arrangement is 
shown in Figure 107. 

Figure 107. Circularly Polarized 
Fin-Loaded Horn 

5.6. 2 Electrical Properties 

This discussion will include predicted antenna performance for the 
same representative frequency range as for the other antennas considered. 
The four frequencies of interest a r e  2. 25, 8. 0, 15. 0, and 35. 0 GHz. 

Gain (Efficiency) 

F r o m  the standpoint of dissipative losses, the pyramidal horn 
antenna is a very efficient device.' 
of the fields in such horns, the aperture efficiency is low. This low effi- 
ciency ar ises  from the sinusoidal taper in the H-plane aperture field and 
from the phase e r ror  across the aperture that is a consequence of the horn 
taper. 
cent is the best that could be realized. 
on both the aperture dimensions and the horn length. 

However, because of the modal structure 

If the phase e r r o r  were  eliminated, an aperture efficiency of 81 per- 
The aperture phase e r ro r  depends 

By making the horn 
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long, with a resultant small horn taper, the phase e r r o r  can be-made a s  
small a s  desired. 
the aperture dimensions. 
horns in that their lengths a r e  the shortest possible for a given gain. 
optimum horns do not have exactly the same 3-dB beamwidths in both E- and 
H-planes, the difference in beamwidths is not great. 
can be adjusted to equal the H-plane beamwidth by adjustment of the fin 
dimensions with no change in horn dimensions.. The maximui,i phase e r ro r s  
across the aperture of an optimum horn a re  3/8 X in the H-plane and i /4 h 
in the E-plane. 
48 percent. 

However, the length rapidly becomes much greater than 
The horns considered in this report a r e  optimum 

While 

The E-plane beamwidth 

Under these conditions the aperture efficiency is about 

Figure 108 is a plot of horn length versus gain, while Figure 109 
includes the polarizer, load, and transition versus gain. Figure 110 shows 
the aperture side dimension a s  a function of gain. These curves were com- 
puted for an assumed overall efficiency of 46 percent. 
not extended beyond o gain of 30 dB because the horn lengths increase much 
more rapidly than the aperture dimensions, usually making poor use of 
available space. 

These curves were 

IO 1s lo 2s 
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Figure 108. Horn Length Versus Gain 
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Figure 109. Length of Horn, Polarizer, Load, and Transition Versus Gain 

Pyramidal horns can be operated over wide bandwidths. Their 
impedance characteristics arise from reflections at both the aperture and at  
the point where the horn joins the waveguide. 
having gains of 20 dB or more a r e  usually well matched. 
gain with frequency due to mismatch for such horfis is small. Even a VSWR 
of 1.4, which is an approximate value for open ended waveguide, affects the 
gain by less than 0. 13 dB, and unlesc- the VSWR changes significantly with 
frequency,the gain fluctuatim due to mismatch will be less than this value 
a s  the frequency is changed. 
from the change in aperture phase. ~*rrc.:  - with frequency a d  from the inherent 
change in the aperture area prc.p-,:iio.xi.l t9  h2. 
quency due to these latter effecc;i ;s shown in Figure 1 f 1. 

However, optimum horns 
The variation of 

The mair. change in gain with frequency ar ises  

The gain variation with fre- 

Beamwidth 

The 3-dB beamwidth a s  a function of horn gain is plotted in Figure 11  2. 

Patterns and Sidelobes 

The E-plane and H-plane radiation patterns of optimum horns a re  
shown in Figure 113. 
phase e r rors  that occur in the apertu.-e. 

There a r e  no deep nulls in the pattern because of the 
The E-plane pattern exhibits 
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5. 6. 3 Mechanical Properties 

Materials, Weight, and Construction 
. . .  . 

As is the case with all spacecraft hardware, antenna weight is an 
important consideration. 
structed from one of several materials. Small horns in the range of less 
than 2.5 inches square by 4 inches long will be made from fiberglass and 
epoxy molded on a mandril with aluminum vacuum deposited on the inside 
surface. 
per square inch of surface, about 0. 002 pound. Horns in the range larger 
than the above sizes, but not exceeding 9 . 6  inches square and 20 inches 
long, will be made of quarter-inch thick honeycomb sandwich .-iolded on a 
mandril. The 
weight of this hone comb structure is approximately 0. 36 pound per square 
foot (0.0025 lb/in.5). For horns up to 24 inches square to 34 inches long, 
the same type of inaterial would be used. However, 'it would be 1/2 
inch thick and the cell size would be 3/8 inch, rather than 1/8 inch. 
weight per unit area would be about the same as the bther honeycomb struc- 
ture. Horns much laiger than these sizes are somewhat impractical when 
their lengths are compared to the depths of other antenna types, but are 
included here for comparison purposes. They were assumed to be con- 
structed of 1-inch thick honeycomb with a 3/8 inch Hexcell, with additional 
cross ri s of the same material. 

and feeds at each of the frequencies of interest are shown in Figure 11 5. 
Breaks in the curves (shown as broken lines) indicate regions in which a 
change takes place from one construction material to another. The feed 
guides, polarizer, and transition are assumed to be made from aluminum 
guide with a wall thickness of 0. 020 inch. 
2.25 GHz might be constructed of a honeycomb material, but its weight 
would not be significantly altered from the eGtimates presented in the figure. 

5. 6.4 Effects of Tracking Method on Antenna Design 

Command 02 Programmed Steering 

Since these methods of antenna steering do not use any antenna output 

Depending on the size of the horn, i t  will be con- 

The wall thickness will be approximately 30 mils, ana the weight 

The structure of the material is illustrated in Figure 114. 

Its 

The weight would be approximately 
1. 1 Ib/ft P . The estimated curves of weight versus gain of horn antennas 

In practice, the-guide at 

to direct the antenna, their use has no effect on antenna design. 

Mono puls e Auto t ra c king 

The use of monopulse tracking with horn antennas can be accompiished 
using a cluster of four horns. 
for low-gain antennas because of their broad beamwidths. 
gain antennas the use of four (or more) horns in a cluster, in addition to 
providing the monopulse capability, would, as previously discussed, signifi- 
cantly shorten the overall antenna length for a given gain. The addition of 
hybricf circuits, as discussed for planar arrays,  would provide the signals 
required to implement the monopulse technique. 

This type of tracking would not be required 
For  the higher 
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Patterns of Optjmum Horn 
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Figure 112. 3-dB Beamwidth Versus 
Gain for Horn Antenna With Equal 
E- and H-Plane Beamwidths 
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Figure 114. Honeycomb Structural 
Material 
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Figure 115. Estimated Weight Versus 
Gain of Horn Antennas 
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5 . 7  COMPARISON AND COMMEKTS 

Selection of one of the types of antennas discussed in the four preced- 
ing sections tc fie used on the LAS involves a number of factors, including: 

0 Shroud and packaging limitations 

0 Antenna size and shape 

0 Weight 

0 Radiation pattern and sidelobes 

0 Gimbal and steering problems 

Figure 116 presents four sets of curves corresponding to the four 
frequencies of interest in this study. These curves are a combination of 
Figures 73, 85, 99, and 109, and allow a comparison of size. The first 
feature which may be noted is that the relative relationships are nearly the 
same in all four sets of curves. Fo r  a given gain, the length of a horn is 
considerably greater than the maximum dimension of the other antennas. 
Similarly, the parabolic reflector diameter is somewhat larger than a helical 
array length o r  Fl’tiiar a r r ay  side. However, at about 50 dB gain, the helical 
a r ray  length surpasses the reflector diameter. Above about 35 dB gain, the 
planar array side is smaller than the principal dimension of the other 
antennas. 

Figure 117 allows a very crude comparison of radiation patterns and 
sidelobes. From this figure, which is a combination of Figures 76, 89a, 
103, and 113, it can be seen that the parabolic reflector antenna has the 
lowest sidelobes, while the horfi has the largest, 
that for a given size, the helical a r ray  and planar a r ray  have better directivity 
than the horn o r  parabolic reflector, i. e., higher gain, which corresponds to 
the results of Figure 116. Although conclusions are difficul to reach, F ig-  
ure  117 allows a comparison which may be meaningful r’or particular 
applications. 

This figure alsa reveals 

Figure 118 shows a weight comparison for each frequency. From 
these four F-gures it can be seen that for every value of gain there is at least 
one antenna type which weighs less  than a horn antenna. Thus, *&is antenna 
looks unfavorable on the basis of weight cornparism. Also notice from these 
figures that for every value of gain, either a helical a r ray  or  parabolic 
reflector weighs less than a planar array,  except for the lower frequencies, 
Figure 118 indicates that for 2.25 GHz there is a range of gain in the vicinity 
of 30 dB where the planar a r ray  weighs the least. 

For  design frequencies above 15 GHz, all antennas except the horn 
weigh less than 7 pounds for gains less than 40 dB, and this holds true at  
8 GHz for gains less  than 36 dB. Thus, for most applications, packaging 
considerations will influence the choice from among these antennas. 
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If a significant portion of the spacecraft has one or  more flat exterior 
surfaces, the planar array is favored because it may  be packaged within the 
booster shroud against the flat surface. 
can more easily accommodate volume rather than area, then either the 
helical array or  parobolic reflector may be the best choice. 
the open conical structure of the Nimbus satellite can more easily accom- 
modate a helical array than a planar a r ray  for a r a q e  of antenna gain. 
Figure 116 indicates that the helical a r ray  length and diagonal is less than 
';he planar a r r a y  side for gains less than 40 dB. 

If the stowed spacecraft structure 

For instance, 

There are no obvious ginbaling o r  steering problems with any of the 
antennas about which general statements can be made. 

Thus, from among the planar array,  helical array,  and parabolic 
reflector, for X-band frequencies and highey, the choice wi l l  depend mainly 
on the spacecraft structure and configuration and booster shroud limitations. 
For instance, for the Thor-Delta shroud shown in Figure 5 ,  if the space- 
craft has a box shape, a rigid, nonfoldable, square planar array must have a 
side dimension cf less than about 36 inches if  it is packaged between the 
spacecraft and shroud. 

.- 
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Figure 116. Comparison of Antenna Size 
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Figure 116 (continued). 
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Comparison of .Antenna; Size 
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Figure 11 7.  Antenna Comparison 
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Figure 118. Weight Comparison 
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Figure 118( continued) Weight Comparison 
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6. COMMUNICATIONS 

6.1 INTRODUCTION 

The major communication requirement of the low-altitude satellite 
(LAS; is direct transmission of payload information to the data relay satel- 
lite (DRS). Station and housekeeping information, together with tracking and 
command capability, will also be required. 

An elementary diagram of the communications link is shown in Fig- 
Present payload idormation bandwidth may approach 5 MHz, and zre 119. 

future growth may require an information bandwidth of more than 20 MHz. 
is anticipated that telemetry and command will require approximately 
500 bits/sec and 20G bits/sec, respectively, and that the Goddard Range and 
Range Rate (GRARR) system may be used for tracking. 

It 

In this report, attention is focused on the payload information 
requirement since this will  be the major factor for sizing the communication 
link. 
on the LAS-DRS link although it can be accounted for eventually. 

It is assumed that the DRS to ground link will have a negligible effect 

The general system parameters considered a r e  frequency, bandwidth, 
power, and antennas. 
phase of this study to be adequately concluded. 

The information will be sufficient to enable the next 

6.2 CARRBR FREQUENCY 

The following frequencies are available, according to EAR.C, Geneva, 
1963: 

1750 to 1850 MHz 15.25 to 15.35 GHz 

2200 to 2290 MHz 31.00 to 31.3 GHz 

7300 to 7750 MHz 3 4 . 2  to 3 5 . 2  GHz 

8 4 0 0  to 8500 MHz 
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Figure 1 I9. Communication Link 
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In this analysis, 2. L, 8. 0, and 15. 3 GHz have been considered in 
some detail from the point of view of present and potential hardware con- 
siderations. The basic analysis can be applied to any other car r ie r  fre- 
quency, however, should available hardware suggest it. 

5 . 3  RANGE EQUATION 

The range equation 

EIRP = 

e EIRP . A - 
2 4 aR 2 -  c =  

Lt (4rR 1 

receiver car r ie r  power, watts 
transmitter power, w&cts 

transmitter antenna effective gain 

transmitter losses 

receiver antenna eifective gain 

wavelength, meters  
range, meters  

- -  PtGt - effective isotropic radiated power, watts 
Lt 

GrL2 - -  - effective aperture, square meters 
4n 

shows the interrelationships of the various fundamental factors that are 
considered in sizing the communications system. 
known, and others will be varied over a practical spread for tradeoff 
purposes. 

Some of these factors are 
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The noise in a system is measured by the equivalent noise spectral 

N = q B  (.. J 

density knci :he predetection bandwidth. 

where 

N =. noise power, watts 

= predetection noise spectral density, watts/Hz 

B = predetection bandwidth, Hz 

The ratio of Equations 1 to 
and is (in decibel form) 

= EIRP 

2 is a measure of the qualitv of the system 

(3 1 
2 t Ae - 4 a R  - q , -  B 

A fundamental and basic illustration of the range equati-n is shovn in 
It is assumed that the DRS carrier-to-noise (C/Nj ratio is lOdB 

In addition, 
Figure 120. 
and that the DRS system noise temperature is (nominal) 1000°K. 
the range is assumed to be (worst-case) 45,500.0 km. Figure 120 and +Cs 
describing functions interrelate most of the major communicr ;ion system 
parameter 8. 

The ratior, C / q  is sometimes called the capacity of a system. An 
example of its use in tradeoff form is shown in Figure 121, 

6.4 INFORMATION (BASEBAND) STRUCTUhL’ 

For the purpose of system analysis, i t  will be necessary to assume 
The 

The use of this structure allows great flexi- 

a model baseband structure whi.ih represents the payload information. 
model ch ;Lien for this analysis is 3 frequency division multiplex (FDM) 
using a test tone (TT) format. 
bility in its apolication. 

’ 

A simplified diagram of C:.s model baseban- :,Li+acture is shown in 
Figure 122, 
a number of equal channels. 
by a TT of equivalent pov-rr. 
shown in the transn..itted *.Baseband, it is obvious that they can be combined 
or subdivided in any reqvired fashion. 
or group of channels can be in any format, either a2alog or digital. 

It is assumed that the information is stacked frequency-wise in 
The information in each channel is represented 
Even though equal channels and equal TT a r e  

The basic information in each channel 

Having established the model baseband structure, it is req??.ired to 
transmit this structure to a user. 
quali g of. the baseband as received,and this is measured by the amcant of 

There is inevifab1.y a degradation in the 
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Figure 120, LAS-DRS Link 

Figure 121. LAS EXRP Versus System Capacity 
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Figure 122. Data Link Model 



equivaient noise added by the medium through which it has passed (trans- 
mitter, space, and receiver). 

- 
Frequency, GWz 

2. 2 

8. 0 

15. 3 

The detected baseband will be contaminated by distortion, intermodu- 
lation, and system noise which can be included in an equivalent channel ncise. 
The channel quality can, therefore, be measured by the test-tone-to-noise 
ratio within limits determined by the system requ: ~rements. 

"K receiver* NFreceiver* dB T 

5. 3 664 

6. 1 8 93 

8. 0 1213 

6.5 SYSTEM NOISE 

System noise consists of external and internal noise components. 
The internal noise is described by a receiver noise figure which varies with 
frequency. The external noise is due to background radiation a s  seen by the 
receiving antenna. 

6. 5. I Background Radiation - External Noise 

The DRS antenna will experience an equivalent noise temperature 
of 590°K due to the earth. 
DRS antenna, will contribute between 150" and 240"K, depending on its 
phase. 
the earth in its field of view. The 300°K temperature, therefore, will be 
used (worst-case) as  the DRS antenna equivalent noise temperature due to 
background radiation. 

The moon, when it is  in the field of view of the 

When the moon is seen by the DRS antenna, it has that much less  of 

The sun, when it is in the field of view of the DRS antenna, produces 
noise ternpe-rature sufficiently high that loss of communication may result 

programmed to avoid the problem. 

6. 5.2 Internal Noise 

- (  see Appendix E).-. This situation occurs rarely, and the DRS can be 

The noise generated within a receiver increases with carr ier  fre- 
For a typical receiver utilizing a tunael diode and mixer, the quency. 

following receiver noise f i v r e s  in  Table 8 a r e  typical. 

TABLE 8. RECEIVER NOISE FIGURES AND 
NOISE TEMPERATURES 



6.6 MODULATION rECHNIQUES 

The carr ier  structure is determined '11 large part by the method 
Many methods might be used, but used to modulate the baseband on it. 

present alrd near-future practical considerations suggest frequency modu- 
lation, phase modulation, or a combination of both of these methods. 

Frequency -modulation and phase modulation a r e  sometimes, for 
purposes of theoretical analysis, grouped togetner under the heading of 
angle modulation. 
mentation and must, therefore, be closely considered. 

However, the differences strongly influence their imple- 

>.iculd be mentioned that pre-emphasis will be used with frequency 

Because of this type of pre-emphasis, this method of frequency 
modulcrtion so that practically all  portions of the baseband will threshold 
together. 
modulation is sometimes called broad-band phase modulation as opposed to 
the ordinary type of phase modulation. In this analysis, however, the te rm 
frequency modulation wiil be used. 

Ordinarily, frequency modulation is detected by means of a discrim- 
inator. 
followed by a n  integrator so that the effect of pre-emphasis on the baseband 
amplitude will be corrected. 
customary threshold and will require the predetection signal-to-noise 
ratio to exceed this value. 
normal discriminator and somewhat less for a threshold extension type of 
discriminator. 

In the case of broad-band phase modulation, the discriminator is 

The discriminator, however, will exhibit the 

The threshold is approximately fO dB for the 

Phase modulation requires a phase detector in which a synchroncus 
carr ier  is inserted in the proper phase. 
obtaiqed by  phase locking to a remnant carrier in the original signal, A 
thresI old (in the frequency modulation sense) does not exist for phase modu- 
lation. A major requirement is  the existence of enough car r ie r  for phase . 

locking purposes, thus restricting the niodulation index. In addition, inter- 
modulation distortion increases rapidly with increasing modulation index, 
restricting operation to an essentially linear portion of the phase charac- 
teristic. 
modulation sense) will be considered in detail as a preferred met?md of 
modulation. 

The inserted carr ier  is ordinarily 

For these reasons, frequency modulation (in the broad-band phase 

6.7 FREQUENCY DIVISION MULTIPLEX/FREQUENCY MODULATION 
(FDM/FM) 

The theoretical analysis of the FDM/FM system is given In 
Appendix II. Application of this analysis resulted in Figuze 123 for the 
LAS-DRS link, which indicates trends, and therebv assists, in the next 
phase of this study. 

The curves and notations in Figure 123a describe the tradeoff sys- 
tem parameters for a baseband of 2. 5 MHz. Figures 123b through 123e are  
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similar except for the basebands w5ich range to 30 MHz. 
two parametric families of curbes. 
C/N from 6 to 20 dB, and the other set of curves ranges the value of TT/W 
from 20 to 40 dB,where N' is the noise power in a channel. The parametric 
coordinates are LAS EIRP for car r ie r  frequencies of 15.3, 8.0,and 2.2 GHz 
versus the predetection (IF) bandwidth. For the purpose of Figure 123, 
it is assumed that the DRS antenna gain is 40 dB. The i)RS noise tempera- 
ture is 964PK at 2. 2 GHz, 1193°K at 8.0 GHz, and 1513°K at 15. 3 GHz. 
Asterisks have been placed on the EIRP ordinates indicating possible hard- 
ware implementation limitations. These are for trend information only, and 
will be varied in accordance with hardware avaiibifity and configuration. 

Each figure has 
Gne set of curves ranges the value of 

The information contained in Figure 123 Is sufficient to trade off the 
major parameters in the LAS-DRS broad-band l ink 
can be easily modified to reflect other parameter spreads that may be sug- 
gested by possible hardware availability. A most important aspect of thesc 
curves is their use in indicating trends. Such an application resulted in the 
data contained in Tables 9 and 10. 

These basic curves 

Table 9 was constructed by collecting the peripheral parameters 
surroanding a nominal system operating point. 
Figure 123 and is the intersection of C/N = 10 dB and TT/N' = 30 dB. The 
values of C/N afid TT/N' are of practical interest since they reflect param- 
eters that might be applied to a possible spectral camera, 
was assumed also that the DRS antenna gain was constant at 40 dB. 
infers a reduction in antenna size with increasing frequency, which is to be 
expected for structural reasons. 

For  comparison, in Table 10, the DRS antenna was assumed to be 
30 feet in diameter for all frequencies. 
from 43. 5 dB a t  2.2  GHz to 60. 0 dB at 15. 3 GHz. It is important to note 
that the required LAS power shown in Table 9 is virtually independent of 
carrier frequency for each baseband. 
LAS power is reduced in proportion to the increased gain of the DRS antenna. 
It can be expected that the actual tradeoff system parameters will be 
bracketed by the values shown in Tables 9 and 10. 

This point is iadicated oil 

In Table 9, it 
This 

The DRS antenna gain thus varied 

In Table 10, however, the required 

This communication system is compatible with the IRIG FDhrl 
Telemetry Standards, Document 106-66, Section 5.2. The subcarrier 
oscillators required for telemetry, together with lRfG bandwidths and 
guard bands, can be replaced by equivalent test tones and channels. Analy- 
sis is identical to that discussed above. 
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TABLE 9. SUMMARY OF LAS-DRS LINK FDM/FM MODULATION* 
(DRS Antenna Gain Assumed Constant at 40 dB) 

Bas e band, 
MHz 

2.5 

5.0 

t 

10.0 

20.P 

30.0 

DRS 

Bandwidth, Gain, F re wenc y, 
MHz dB GHZ 

2.2 

16.5 40 8.0 

15.3 

IF Antenna Carrier 

I 2.2 

33.0 40 8.0 

15.3 

2.2 

66.0 40 8.0 . 

15.3 

' 2.2 

131.0 40 8.0 

15.3 

2.2 

196.0 40 8.0 

15.3 
i 

Required 
r ransmis - 

s ion 
Power, 

dBw 

12.5 

13.0 

13.5 

15.5 

16.0 

16.5 

18.5 

19.0 

19.5 

21.5 

22.0 

22.5 

. 23.5 

9 

48.0 

54.5 

* Higher DRS gain (lower LAS EIRP) potential at.higher frequencies. 

35.0 

41.0 

6-11 

39.0 

51.0 

s7.5 

42.0 

54.0 

60.5 

45.0 

57.0 

63.5 

47.0 

59.0 

65.5 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 



TABLE io.  SUMMARY OF LAS-DRS LINK FDM/FM MODULATIO$ 
(Varying D R S  Antenna Gain) 

Baseband, 
MHz 

2.5 

5.0 

10.0 

20.0 

30.0 

IF 
Bandwidth, 

MHZ 

16.5 

33.0 

66.0 

131.0 

196.0 

DRS 
Antenna 

dB 
G&in*, 

43.5 

54.5 

60.0 

43; 5 

54.5 

60.0 

43.5 

54.5 

60.0 

43.5 

54.5 

60.0 

43.5 

54.5 

60.0 

Carrier 
Frequency, 

GHz 

2.2 

8.0 

15.3 

2.2 

8.0 

15-3 

2.2 

8.0 . 

15.3 

2.2 

8.0 

15.3 

2.2 

- 

8.0 

15.3 

LAS 
EIRP, 
dBw 

32.5 

33.5 

34.5 

35.5 

36.5 

37.5 

38.5 

39.5 

40.5 

41.5 

42.5 

43.5 

43.5 

44.5 

45.5 

3-foot 
Antenna 
Gain, 

dB 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 

Required 
I: ransmis - 

s ion 
Power, 

dBw 

9.0 

-1.5 

-6-5 

12.0 

1.5 

-3.5 

15.0 

4.5 

-0.5 

18.0 

7.5 

2.5 

20.0 

9.5 

4.5 

* 
Assumes a 30-foot diameter parabolic reflector with a 50 percent 
efficiency. 
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6 . 8  DIGITAL TRANSMISSION 

As indicated in Section 6.4, the test tone (TT) format which was  
used to model the transmitted baseband can be used equally well to repre- 
sent analog o r  digital data in the channels. Assuming non-coherent 
frequency shift keying (FSK) of subcarriers by the digital data, the channels 
shown in Figure 11-2 (see Appendix 11) which have a capacity of 80 W e  of 
analog data would be capable of handling 80 kilobits per second (kbps) bit 
streams of non-return to zero (NRZ-FM) data. 
spectral-density ratio required to ensure a bii. e r ro r  rate (BER) of 10-4 is, 
according to Reference 1, 

The energy-per-bit to noise- 

The rrns/rms TT/N required at the car r ie r  discriminator output is 
identical to the S/N required at the inpat to the FSK bit detector. This signal- 
to-noise ratio is 

S/N (dB) = E/q (dB) + bit rate (dB) - B (dB) (5) 

where the hit rate and the subcarrier discriminator input fi€ter bandwidth, B, 
are equal. 
noise -ratio of 

Under these conditions, each channel requires a test -tone -to - 

(6 1 TT/N = 12.2 dB, r m s / r m s  = 21.2 dB p-p/rms 

If a C/N of 10 dB is a?so required, the curves of Figure 123 indicate that 
the 25 channel system would require a C/q 80 dB-He. This system would 
be capable of transmitting 2 megabits per second of information with a BER 
of 10-4. A plot of C h  versus bit rate is shown in Figqre 124. 

0.1 0.2 0.5 1.0 2.0 5.0 H) P 50 100 

a: RAZE, hmum PER ssma 

Figure 124. Carrier-to-Noise Density, Bit Versus Rate 



6.9 DRS-LAS BROAD SOVEXAGE I J N K  

The use of a broad coverage DRS antenna and an omnidirectional 
antenna on the LAS would allow a communication link that would be inde- 
pendent of a critical antenna pointing requirement. The geometry is show. 
in Figur, 125. 
requires a compensatory increase in transmitter power and/or a reduction 
in information rate. 

As expected, however, the reduction in antenna gain 

Froin synchronous orbit, an earth coverage antenna would have a 
half -powei- beamwidth of 20 degrees, with a worst -case effective gain of 
14 dR. The :.AS omnidirectional antenna is assumed to have an effective 
gain of -4 dB. 
as a function of LAS predetection bandwidth. 
is assumed at the car r ie r  frequencies of 2.2, 8. 0, and 15. 3 GHz. From 
Figure 126a, it is evident that a DRS transmitter power of 10 watts at 
2.2 GHz is required for a n  LAS predetection bandwidth of 100 Hz. 
information rate for this bandwidth is of the order of 100 bits/sec. 

Figure 126a shows the DRS EIKP and DRS transmitter power 
A nomincal C/N ratio of 10 d B  

The 

The values of LAS system noise temperature used in Figure 126 are 
the receiver noise temperatures from Table 8. 
the LAS would experience is galactic noise, which contributes a maximum 
of about 4°K at 2.2 GHz from the direction of the galactic plane and a negli- 
gible zmount from directions away from the galactic plane (Reference 2) .  
The noise decreases to a negligible :mount at 8. 0 GHz and higher frequen- 
cies. 
sidering the LAS with its omnidirectional antenna. 

The external noise which 

Therefore, only the receive- noise temperatures are used when con- 

Figure 126b shows LAS EIRP and LAS transmitter power as a 
function of DRS predetection bandwidth. 
to-noise ratio is 19 d B  at car r ie r  frequencies of 2.2, 8.0,- and 15. 3 GHz. 
The DRS system noise temperatures relative to those of the LAS show the 
effect of the earth 's  300°K blackbody temperature. In this case, transmis- 
sion of 500 bits/sec of telemetry data would require an LAS transmitter 
power of approximately 100 watts. 

It is assumed also that the signal- 

From the illformation contained in  Figure 126, it can be concluded 
that the use of a broad coverage link is restric-ted to low data rate infoyma- 
tion, telemetry, and command. 

LAS 
BKOADCOVUUOEANTENNn 

NOMDVAL GUN 4 d8 

c 
5 
s 

-__ 

Figure 125. Low Data Rate Link 
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DES EIRP, Om n U S  PRfOETECTlON MNDWIOTH, Ht 

DES lRANSMlTTER POWER, W b r  US WDETECTlON BANDWIDTH. HZ 
AM) 

100 loo0 
US IF BANWIDTH, Ht 

a) DRS-LAS 

1o.m 

b) LAS-DRS 

Figure 126. Broad Coverage Link 
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'7. CONTROL 

7.1 INTRODUCTION 

In this section, attitude control concepts a re  discussed and compared. 
The effect of the mc-DRSS comnunication link on the choice G f  the attitude 
control system is minirr-21. 
the impact of this link on LAS systems, it should be stated at the outset that 
the impact is small. 
configur;:ion which-will allow one or two steerable antennas to be mountsd on 
the spacecraft and allaw generation of sufficient yower. For payloads of the 
type discussed in Section 2, this Iatter requirement will result ic deployable 
solar arrays. But as s b w i i  hi Section 4, both of Ae two fundamental space- 
craft concepts will accommodat.: both these requirements. 

Since the purpose of this study is to evaluate 

The attitude control method should acconamoente a 

It is the sateyite mission, and principally the pointing accuracy an6 
angular rate ~~.m.!t;ltions imposed by the sensors, which has the greatest 
bearing upon the 
link will 2.110~- ba,t.,~p ground control capability in the event of the failure of 
an actornatic systei& 
except under the usual circ%.mstance' where spin stabilization is employed. 

. k e  of attitude control method. The continuous LAS-DRSS 

But there appears to be no advantage to ground control 

Desc -Iptions and detailed analyses of the basic attitude control 
methods a re  available in books, journals, and industrial reports. 
concepts have been extensively studied, and in  most cases ir, 
cerning these methods has been available for several years. 
swxeys these sttitude control methods and discusses each in the lignt of 
earth observation requirements. 

The basic 
mation con- 

This section 
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7 . 2  BASIC ATTITUDE CONTR0.I- CONCEPTS 

7.2. 1 Gravity-Gradient Stabilization 

Gravity gradient stabilization provides attitude contzol of the satellite 
by distributing the moments of inertia of the vehicle such that deviation from 
the desired earth-oriented attitude results in corrective torques produced 
by gravitational forces. 

7.2.2 Mass ExDulsion 

Mass expulsion provides control by expelling gas such as hydrogen 
peroxide or hydrazine to produce corrective torques. 

7 . 2 .  3 Magnetic Control 

Magnetic control system provides corrective or  control torques by 
controlling electric currents which produce magnetic fields, which in turn 
react with the earth's magnetic field. 

7.2. 4 Reaction Wneel System 

The reaction whrel system, sometimes called an inertial wheel sys- 
tern, provides attitude control by producing angular momentum in three 
orthogonal reaction wheels to compensate the spacecraft angular momentum 
produced by disturbance torques. That is, the undee'rable angular ,nomen- 
tum of the earth-oriented spacecraft due to-disturbance torques is transferred 
to the reaction wheels. Over a period of time, the speed of these wheels 
may become excessive, so another system is required co "unload" the 
angular momentum from these wheels. FXthar a mass expulsion or magnetic 
control system can be used for this +rF:ose. 

7.2-  5 Spin Stabilization 

Spin stabilization provides orientation of one spacecraft axis, the 
spin axis, by the gyroscopic effect resulting from the spinning motion of the 
satellite. Newton' s law of motion states that the rate of change of angular 
momentum is in the direction of and proportional to the externally applied 
torque. Thus, if the angdar  momenturn due to the spinning motion is large, 
small dishrbance torques will produce only small deviations of the spin 
axis in a given period of time. That is, correction maneuvers need to be 
performed re!.a:ively infrequently. 
axis orientation may be provided by mass expulsion, magnetic control, or 
some other torque producing meti,od. 
has limited use for earth observation bec;s.;.. no axis can be continuously 
earth-oriented. 
further he re. 

The torques required to correct the spin 

A satellite which is spinning, however, 

As a result, the all-spinline vehicle is not considered 
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7 . 2 . 6  Momentum Bias Svstem Tvpe 1 (MBS T m e  1) 

The MBS Type 1 stabilization technique consists of two distinct parts- 
a spinning section and an earth-oriented, or despun, section. The spinning 
section provides spin stabili .ation while the earth -oriented section, which is 
mechanically despun, provides the structure fcr earth observation sensors. 
A s  with the spinning satellite, spin-axis correction maneuver torques must 
be produced. by a system S E ~ .  as those discussed in Sections 7.2.2 and 
7.2.  3. 

7.2.7 Momentum Bias System Type 2 (MBS Type 2 )  

The MBS Type 2 techique also employs the advantages of spin 
Stabilization, but differs from the MBS Type 1 in that a sma’?.er, rigid inertial 
wheel is spun at a relatively high speed to provide the spin stabilization 
effect, rather than spinning a major portion of the spacecraft as is done with 
the MBS Type 1. 
of Sections 7 .2 .2  through 7.2.4.. 

Again, spin axis control can be obtained with the systems 

These systems, excluding all -spin stabilization, can be categorized 
as shown in Table 11. 

TABLE 1 BASIC ATTITUDE CONTROL 

Passive 

Gravity gradient 

Active 

Three -axis stabilization 

Mass expulsion reaction control 

Magnetic control 

Reaction wheels 
Unloading torques by magnetic control and mass 
expulsion 

Momentum bias 
Mass expulsion and/or 
m. ynetic control for - I  spin-axis pointing 

Type 1 

Type 2 
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i’. 3 DISTURBANL- lORQUES 

The attitude control system must compensate for the motion of the 
satellite caused by external disturbance torques. 
quantitative knowledge of these disturbances will be useful in evaluating the 
performance of a particular attitude control method. The sizing of the con- 
trolling elements, fuel or  power required, and frequency of attitude correc- 
tion is a function of the size and distribution of the distxrbance torques. 
These torqaes in turn are a furiction of the spacecraft design, weight, area, 
s.urface material, cg locat ix ,  etc. For preliminary design Furposes, how- 
ever, certain simplified models based OK previous experience can be used to 
estimate the disturbance torque environment to -JPithin acceptable limits for 
sizing of the control elements. 

It foliows that some 

7.3. 1 Solar Radiation Torques 

A detailed analysis of solar radiation forces and torques on a surface 
From Equation 27 of that appendix, the sofar radia- is given in Appendix 1. 

tion torque Ts is given by the expression 

- = / V x F n d A +  J V X S s d A  
A A =S 

where 0 is the vector distance from the origin (the LAS center of mass in 
this case) to the surface element dA. A refers to the intercepting surface, 
while Pn and Ps refer respectively to the components of the pressure 
vector producing normal and shear (tangential) forces. 

To provide a quantitative estimate, assume that the spacecraft sur- 
face a rea  exposed to the solar radiation is flat axid normal to tne sun vector. 
This is usually a worst-case assumption yielding the largest torques. 
these conditions 

Under 

where E is the unit normal to the surface. 
the magnitude of the qdanti:y in parentheses is, by definition, the distance, 
d, between the projection of the center of mass (cm) onto the surface and the 
surface center of pressure (cp). 

P,A is the force on the surface; 

Thus, Equation 2 becomes 
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Substituting Equation 21 of Appendix I, with 8 
assumption of normal radiation incidence 

2 
=S = A d P  (1 i g R  

= 0 corresponding to the 

i- (4) 

where P is the sofar pressure constant = ?. 48 x 
R and D are the effective reflectivity and diffusivity coefficients, respec- 
tively. 
the reflection is purely specular. 
coefficient spacecraft exterior materials and solar a r rays  is R = 0.7 and 
D = 0.7, which reduces Equation 4 to 

lbjft2, and where 

R = I implies that all incident radiation is reflected and D = 1 if 
A reasonable assumption for these 

Ts = (1.55 x IO'?)A d ft-lb ( 5 )  

The surface area is a function o€ the basic spacecraft structure and the size 
of the solar array. The size of the sola5 a r ray  is, in turn, dependent on 
the required power. From the shroud dimensions c.: Figure 5, a normal 
surface area of 30 square feet is a reasonable estimate, and from Refer- 
ence 1, about 0. I square foot of solar a r ray  is needed per watt. Thus, 

A zz 30 + (0. l)(power) square feet ( 6)  

To continue with the quantitative estimate, assume d = 3 feet and 
that 500 waits of power is required. Then, from Equations 5 acd 6 

Ts = 3.72 x ft-lb ( z: 

For the normal incidence assumption, the disturbance torque will 
lie in the piane normal to the sun vector. 

7.3.2 Aezodynarnic Torque 

At the altitudes considered for this spacecraft, the effect of aerody- 
namics is usudlyevaluated assuming free molecular flow interacting with 
the spacecraft surface by means of surface reflection coefficients for tan- 
gential and uormai momentum, Q and v , respectively. 
are zero, there is no energy or tangential momentum exchange between the 
incident stream and the surface, and the reflection is said to be specular. 
When the Coefficients are unity, the molecules are re-emitted randomly, 
and the reflection is said to be diffuse. The coefficients then repre&nt the 
percentage of reflected molecules that are re -emitted diffusely. 
etry illustrating this is shown in Figure 127. 
is assumed for spacecraft analysis. 

When tke coefficients 

The geom- 
Normally, diffuse reflection 

7- 5 



A A A 

Figure 127. Reflection Geometry 

The aerodynamic drag force, which leads to the disturbance torque, 
is computed from the equation 

D = (ipV2)AC,, 

where 

3 p = atmospheric density, slugs/ft 

V = spacecraft velocity, fps 

A = spacecraft area exposed to aerodynamic flow 

( - drag coefficient based on free molecular flow theory 3 -  

For diffuse reflection CD is given by the expression 

where 6 is the angle of incidence of the fiow -elative to the surface normal. 

The total torque is actually given by an expression similar to that 
of Equations 1 and 2 

As in the above analysis, assuming normal incidence of the particles over a 
surface of constant CD, Equation 10 becomes 
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where d is the dis%ance between the center of pressure and the center of 
mass projected onto A. The area A can again be estimated by Equation 6. 
Making the following assumptions 

= 3  cD 

Altitude = 500 n. mi. (p = 1.94 x slug/ft 3 ) 

V = 24,000fps 

Power = 500 watts 

d = 3 feet 

A = 80 square feet 

Then 

Ta s 4.0 x ft-lb (12) 

For the riormal incidecce assumed, the torque will lie in the plane 
normal to the velocity vecto.. 

7 . 3 . 3  Gravity-Gradient Torques 

A detailed derivation of the gravity-gradient to-ques about the space- 
craft principal axes is presented in the following su5section. 
analysis, it can be seen that i f  the principal axes do not deviate greatly from 
the orbit axes (see Section '3.61,. the. magnitude of the resultant torque is' 
approximately 

From that 

(13) 
2 T = 3woAIsina ft-lb 

g 

where w o  is the LAS orbital angular velocity in radians, A I  is the maximum 
difference between prgcipal moments of inertia, and a is the maximum 
angular deviation of the principal axes from the orbit axes. 

For  the weights and dimensions considered in Section 2 ,  a value 
of AI equal to 100 sl-ag-ft2 is possible. 
arrays,  and particularly i f  the orbit is sun synchronous with the sun-orbit 
angle greater than 20 degrees, the angular variation of the principal moments 
of ine- - .  may easily be 5 degrees. 
so fox ,ne above assumptions 

If the satellite has steerable solar 

For LAS orbits wo io-3 ra.f/sec and 

T 1: (3 x (100) sin 5 "  = 2.62 x IOw5 ft-lb (14) 
g 
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Figure 128. Earth’s Magnetic Field Magnitude 
Versus Altitude 
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7.3.4 Magnetic T c - _ r a z  

The magnitude of the earth's magnetic field is a function of the 
orbital altitude and magnetic latitude. 
magnitude over the magnetic poles as it does at the magnetic equatcr. 
magnetic north vector deviates from geographical north by approximately 
17 degrees. 

The magnetic field has twice the 
The 

At the magnetic poles 
6 

= 2. 56 5 lo webers per square meter 
R 

where R is the orbital radius in nautical miles. 
values of the magnetic field magnitude a r e  shown in Figure 128, 
200 s h 5 700 n. mi. 

The maximurn and minimum 
For 

(16) 5 5.3 x webers per square meter 

If M is the component of the magnetic moment, in amp-square meter, 
perpendicular to the magnetic field vector, then the torque on the spacecraft 
is 

= M 1 B I newton-meters (17) Trn 

The specification on ATS-D required M to be less than 0.8 amp-square 
meter. 
meter, then over the magnetic poles 

Assuming this specification is relaxed to allow M 5 2 amp-square 

7 x c Tm 5 10.6 x newton-meters 

or 
5 . 1 5 ~ 1 0 - ~ ~  T m S 7 . 8 x 1 0  -5 ft4b 

For a 500 n. mi. altitude 

= 6. 2 x ft-lb (1 91 Trn 

The magnetic field vector rotates with respect to noirrotating coordinates a t  
tf:a center of the spacecraft with twice orbital freqwncy, but the earth 
oriented spacecraft is rotating with orbital angular velocity. 
torque with respect to a body fixed reference frame produced is cyclic w i ' j  
orbital frequency. 

Thus, the 
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A secular effect is possible, however, if the magnetic moment vec- 
tor changes magnitude or  direction with respect to the spacecraft during an 
orbit. 

7 .  3. 5 Comments 

In addition to the average or maximum magnitude of the disturbance 
torque, its .direction with r e smc t  to spacecraft coordinates is important a s  
well a s  its functional dependence on time. 
require some knowledge of the LAS orbit and its structural configuration. 

Thest. additional quantities 

A fcw general comments a r e  possible, however. 
above, the magnetic disturbance torque is cyclical with respect to LAS body- 
fixed coordinates. 
torque is cyclic while part  is constant (secular) with respect to body fixed 
coordinates. 
configuration, and particularly on the relative size of the solar array. 
gravity-gradient disturbance torque may be either s-ecular o r  cyclical 
depending on whether the cause for principal axes deviation is secular or 
cyclic with respect to body fixed coordinates. 

As mentioned 

A portion of both the solar torque and aerodynamic 

Relative ratios of secular to  cyclical torque depend on the LAS 
The 
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7.4  GRAVITY -GRADIEN?* CONTROL 

7.4. 1 Gravity-Gradient Torqrles 

The expressions for  the gravity-gradient torque in the body refer - 
ence coordinates of Section 3 . 6  a r e  derived in Appendix III. 
sions a re  repeated below. 

These expres- 

The matrix elements a l l  a r e  given in Equation 52 of Section 3 . 6 .  
tion of these factors reveals that Equations 20 and 21 a r e  complex sxpressions 
involving sums and differeqces of products of trigonometric functions D f  the 
Euler angles defined in Section 3. 6 .  

Examina- 

If small angle approximations a r e  valid, i. e. , sin a = a, cos a: = 1, 
etc. ,  then 

7.4. 2 Control 

Gravity-gradient control is implemented by designing the spacecraft 

This requires providing moments of inertia such 
:G that when the principal axes a re  aligned with th;? orbital axes, the satellite 
s in the desired attitude. 

that the gravity-gradient torques correct attitude deviations. From Equa- 
tions 23 through 25 it can be seen that this can be done by making both I, and 
I larger than &. 
Y 
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To provide -this large diiforence in moments of inbxtia it is usually 
necessary to extend b3c.r '9 with tip rr tsse. away from the iriain body. 

7. 4. 3 Pointii g Capability 

To estimate the pointing capaJiiity of tnis control method in the 
anticipated dist.irbance torque environment, consider the iollowing example. 
In Sectidns 7. 3. 1 through 7. 3.4 the following disturbance torques were 
estimated. 

- 5  Solar radiation = 3. 7 x 10 ft-lb 

Aerodynamic = 4 x 10 ft-lb 

Gravity-gradient = 2. 6 x ft-lb 

-5  

-5  Magnetic r: 6 x 10 ft-lb 

(26) 
-4 Total = Td = 1, 7 x 10 ft71b 

Rss total = 8. 5 x !:-lb (27) 

Since the time clependence and direction of +he disturbances depend on the 
spacecraft configuration,the rss total may result in a m a r t  valid evaluation. 
The total = 1.7 x 10-4 ft-lb represents a worst-case situation. 

"sing Equation 24, where for LAS altitudes, wo p: rad/sec, and 
assuming I, - I, : 1000 slug - ft2 Mgy is  equated to the disturbance torque. 
Using the rss total 

8. 5 x = (3 x 10-6)(103)0 

or 

a = 2. 84 x rad p: 1.6 degrees 
288 

For the worst- cas e total 

a = 5.68 x rad = 3.2 degrees worst (29)  

:'or most earth observation missions, this magnitude of attitude e r ror  would 
not be tolerable. 
large moment of inertia difference wil l  bend due to thermal gradients. ~.;i:s 
will produce additional pointing errors ,  possibiy again a s  large as those 
above. 
stutiy, gravi '  -gradient control ttoes not look attractive. 

In addition, the extended booms required to produce 'he 

Yhus f3r the -epresentativc optical imaging mission chosen in this 
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7.5 MAGNETIC TORQUE CONTROL 

The generation of attitude cont rd  torques through the interaction of 
controlled spacecraft currents with the earth's magnetic field h a s  r.:ceivei' 
considerabfe attention in recent years. The most obvious advantage of such 
a technique is the elintination of ftzel which is required of the more common 
mass espulsion systems. Thus, the lifetime of a vehicle with this method of 
attitude control is not limited by fuel storage capabilit-i. C:h- r advantages 
over mass expulsion methods include the fdlowing: 1) the elimination of 
mechanical moving parts in valves, 2 )  only pure torques a r e  produced, and 
3) the elimination of concern about espelhd propellant impinging on parts of 
the spacecraft. A distinct advantage is the ability to  produce low torqaes 
over sustained periods as opposed to short impulsive torques. 

The first step in analyzing a magnetic control system is to  determine 
the earth's magnetic field in te rms  of body fixed coordinates and orbital 
parameters, Figure 129 defines spherical coordinates of a magnetic -. er'er- 
ence coordinate system, sm, ym, 2,. Figure 130adefines the parameters 
relating the  magnetic Cartesian system to an inertial coordinate system, 
si yi zi, and Figure t30b defines the parameters relating the inertial coor- 
dinates to orbital coordinates i j k. These last  two coordinate systems are 
discussed in Section 3.6 

7-5.1 Earth's Magnetic Field 

The earth's magnetic field may be approximated in the first order as 
the field due to a simple magnetic dipole at the center of the e,rth, with 
dipole axis inclined approsimately 11 degrees to  the earth's equatcr, This 
approximation is sufficiently accurate for considering magnetic attitude 
control of an  orbiting satellite (see Reference 2) .  

The potential function for a magnetic dipole is given by: 

m siny 

r 2 
+ r  - 

where rn is the  dipole strength, r the magnitude of the radius vector from 
the dipole to the vehicle center of mass, and Y is the latitudinal position 
relative to the magnetic equator (Figure 129).  The magnetic field, B, is 
then the negative gradient of the potential function, +: 

B m 
r 

= - V +  = --T [i sin Y e r  - cos Ye Y ] (301 

where e, and ey a re  the unit vectors directed along the vector r and normal 
to r in latitudinal direction. For the earth's magnetic field, the value of 
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Figure 129. hfagnetic Cartesian and 
Spherical Coordinates 

Figure i30. Coordinate Systems 
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rn is 1.28 X10-6, which gives the field in webers per square meter for r in 
nautica! miles. The magnitude of the magnetic field, B, is given by: 

2 1 t 3 s i n  Y Il l  P I  = - j J  
r 

As seen from Equation 31, the magnetic field magnitude for a circular orbit 
increases as the geomagnetic latitude increases, anti for a geomagnetic 
polar orbit, the maximum value is twice the magnitude of a geomagnetic 
equatorial arbit, 

The position of a satellite relative to the Sm y m  Zm set may be 
defined in terms of the geomagnetic latitude, Y, and the geomagnetic longi- 
tude, q, as shown in Figure 129. Then, the transformation of vectors from 
the xm ym e, set to  the geomagnetic spherical set qYr is given by: 

cos q 0 -sin q 

-sin Y sinq cos Y -sin Ycos q 

cos Y sin '1 sin Y cos Y cos q 

(33 1 

and 

C-I = C* = transpose of c 
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The magnetic field, B, a s  espressed in Equation 30, may be 
transfornittcf to  the snlr ynlr zm coordinate system by the inverse of the 
transformation indicated in Equatian 32. Thas 

In Section 3.0, the n:atris transformations relating those coordinate systems 
are developed. In gtmeral terms, 

ii i: 
Thus 

From the definition of the magnetic spherical coordinates '1Yr in Figure 129 
and the orbital coordinates ijk in Figure 130b, it can be seen that 
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From Equations 32, 33, and 35, 

e = x cos': sin q t y sin Y t zmcos Y cos r, r m m 

- - k x t k12Ym+ k13zm = 1 
11 m 

Thus 

kll = cosy sin q 

k12 = sinY 

k13 = COSY COS q 

From these equations, Y and q can be determined as functions of the orbital 
parameters 'k, 0, i, and X. From Equations 34 and 36, 

and from Equation 35 

and SO combining Equations 37 and 38 

- r n .  2 Bi .- - 7 ( . 3 k l l  k12 t 3klZ3 - k12 t 3k 12 k 13 
r 



These expressions can be sinip1if;ed by observing that :he matrix K 
is a direction cosine matrix, i. e., a coordinate system rotation matrix, and 
hence is orthogonal which means that 

KK= = I (unit matrix) 

From this pr perty, several  useful relationships +Callow, namely 

3 3 1 j = p  1 k. .k.  
i= 1 i= I jp =i 0 j , t p  

= 2 kjikpi = 3 1J IP 

Then from Equation 39 

Bi : -$[3k12(k:1 t kf2 t k13 ) - k12] = - 2 k 1 2 7  m 
1- 

And from Section 3.6, it can be shown that 

k I2  = s [cos e sin (+ - x - cos i s in  8 cos (+ - x 1 1  t cm sin i s in  e m 

k22 = c COS i t s s i n i  cos ( + -  1) m m 

kS2 = s [cos i cos 8 cos ( +  L )  t sin 8 sin (9 - A ) ]  - cm sin i cos 0 m 

(43)  

where 

c = cos 11" - 0 . 9 8 1 6  

s = sin I I "  aO.1908 
m 

m 
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The field components can be investigated using Equation 43. 

It can be seen that for sin 8 = 0 and sin (9 - X )  = 0, klZ = 0 and 
thus Bi = 0. If 

c 5 sin i m 
sin 8 = - or sin 1 

73" 5 i C 107" 

(44 1 

and 

cos 6 sin (9 - x ) - cos i sin e cos (9 - x ) = s m 

which implies that 

sec i 
2 sin i 

m 

t a n +  = -- = cos 1 
C 

k12 = 1 . 

and 

Bi = 2 3  m 
r 

B. = Bk = 0 
J 

Clearly by the above analysis, the minimum value for the magnitude 
of B. is zero and the niartmum occurs when - J 

cos ( 4 ~  - x 1 = sign of tan i 

where 

II lkz21 = 1.0. I l lo  - i (sign tan io) 
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For sun-synchronous orbits where i = 9 9 . 5  degrees 

Jkzz/ z ICOS (116. 5O)I z 0.45  

The Bk component has a minimum magnitude of zero under the 
conditions of Equation 44 or  if  cos 8 = 0, sin ($ - A) = 0, then Bk = k32 = 0. 
When 

cos 8 sin i = - c  m 

IF. 
cos i cos 6 cos ( 4  - X )  - sin e sin ( 9  - h )  = s 

m 
r 3 '  j k32 = 1 and Bk ' =  - I3 = Bi- = 0 

7. 5. 2 Magnetic Control Concepts 

The earth's magnetic field, B, will interact with a magnetic moment, 
M, which may be generated by currents or  magnetized material, to produce 
a torque, T. 
them is given by 

All three quantities a r e  vectors and the relationsbip between 

T = M x B  (451 

Suppose now that the spacecraft sensors and associated processing indicate 
that a control torque, Tu,  should be applied to correct the vehicle's attitude. 
Consider the following vector operation involving Tc ; using Equation 45 

B x T c  = B x ( M x B )  ( 46) 

A useful vector identity yields 

B x (M x B) = lS12 M - B (M B) (47) 

From Equation 45, it can be seen that the torque produced by the 
interaction of B and M i s  normal to both M and B an<.. that the only component 
of M having any effect is that component. normal to B. Thus, there is no 
advantage to be gained by having any component of M parallel to B; and in 
fact i f  there is a parallel component, the power required to produce i t  is 
wasted. The conclusiovt here is that M should be generated normal i.0 B, 
i. e . ,  

- 

M * B  = 0 (48) 
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SuSstituting Equation 48 into 47 and Equacion 47 into 46, a control law fcr M 
is established: 

The actual torque produced is obtained by substituting from Equation 49 into 
45, yielding 

( B e  T )B [(B x T c ) x B I  = T -- 
\BI IBl2 

1 T = -  
C (50) 

Equation 50 indicates that the actual torque produced is not in the desired 
Tc direction unless Tc is normal to B, i. e. ,  B Tc = 9. 
ated torque has a component Td in &he desired direction as wel l  a s  an 
undesired compocent TU. 
Figure 131 where it can be seen that. 

Thus, the gener- 

These vector relationships a r e  illustrated in 

T *  T C 

fTcl 
Td =IT\ cos 6 = 

Using Equation 50 above 

and from F:6ure 131 

TU = T co t6  = FcI sin 6 cos 6 d 

Thus, both Td and Tu approach zero a s  6 approaches zero, but 
Td - Tc as L -90 degrees, wherei.a TU -t 0 as E -., 90 ckgrees. 

."..ssuming that the attitude of the spacecraft is controlled so that 
the xyz :;ody axes very nearly coincide with the ijk orbit axes, 'Equation 49 
can be r e  ... : ritten 

M X B T - B Z T c y  
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Figure 13 1 . Vector Relationships 
With Magnetic Torque Control Law 
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If tf-,:se inapne:ic moments are generated by currents in coils, as is 
discussed later. and 

Then, the control currents are given by 

L 

7. 5. 3 Implementation 

A fundamental problem in 1,nplementing magnetic torque control is the 
determination of the earth's rr-agnetic field. When the control currents i,, 
iy, iz are flowing, the magnetic field near the spacecraft is altered so that 
correct measurements of the earth's magnetic field are difficult to obtain. 
This problem can be overcome in two ways: 1 )  shield the magnetometer 
(magnetic field sensor) from the spacecraft's magnetic field or  place it on an 
extended boom out of the influence of the spacecraft:s magnetic field o r  
2) turn off the currents periodiczlly and make the meastrrements, then acti- 
vate the current controllers based upon the just-sampled field measurements. 

The latter method requires some timing and switching circuits, but 
eliminates the possibly even greater problems of mechanical extension and. 
structural design necessary for isolating the magnetometer. Even with the 
extended sensor, the isolation is not complete. 

.In Equations 51 and 52, ]B\ 2 ,  the square of the magnitude of the field 
vector, appears in the denominator. 
computation, which, though not e x t r e y l y  difficult to mechanize electroni- 
cally, is preferably elimicated. 
replaced by a constant, then only the magnitude oi M is affected. 
Equation 52, for instance, the currents will depend on the magnitude of the 
field components. Since IBI varies by a factor of 2 ,  the maximum value of 
the components will not vary by more. 
term in the magnetic moment and control current equations ky a constant is 
a variable gain system with at most a gain variation of two. 

Evaluating lB12 requires a cornpiex 

in Equations 50, 51, and 52 is If IB! 
Then in 

Thus, the result of replacing the lB12 
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a) CONTRoi LAW SYSTEM 

bj SIMPLIFIED SYSTEM (MULTIPLICATIONS ELIMINATED) 

Fiqur e 132. Magnetic Torquing Systems 
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But, inasmuch as the mag.net'; field components about each axis may 
vary from zero to some maximum vah 2 s  during a n  orbit, this additional 
variation is not critical. If the gain constants L,, Ly, L, absorb 
the IB I2 term, Equation 52 becomes 

i = L ( B T  - B T  ) 
X x y cz z cy 

1 
Y 

1 
Z 

- B T  ) Lz (BxTcy y cx 

(53) 

A mechanization of a control system with a sampled magnetic field is shown 
in Figure 132a. 
amplifier circuits. 
tractions of Equation 53- 
signal processor is an on-off device with a dead zone. 
multiplications are eliminated, and the control torque signals Tcx, Tcy, Tcz 
are on-off switching signals. 

In this diagram, the sensor processor is merely three 
The controller performs the multiplicztions and sub- 

This system can be even further simplified if the 
In this case, the 

Such a system is shown in Figure 132b. 

7.5.4 Control - C-ipability 

&Mission requirements wil l  determine the necessary control capability 
in terms oi angular rates and pointing accuracy. Pure magnetic control 
suffers from the fact that there are times when no control torque in tke 
desired direction is possible due to the orientation of the spacecraft with 
respect to the earth's magnetic field. 

A careful examination of Equations 40 through 42 will indicate the 
variation of the magnetic field component perpendicular to the control axes, 
This analysis is quite complex, but some assumptions caa be made. 
the point where a transverse field component is zero, the maximum vari- 
ation will be at approximately the LAS orbital frequency, while the worst 
that could occur is a variation with earth rotation frequency. 

N e a r  

However, it is possible to perform an analysis using a general 
frequency w and assuming that the variation of the transverse field compo- 
nent near its zero varies sinusoidally with this frequency. 
values. of w can be substituted in the resulting expressions. 

Later, applicable 

Conside ring 
maximum available 

torque about one of the body axes, from Equation 45 the 
torque at  any moment is given by 

7-25 



where M,,,as is the upper litiii! of available niagnc:ic monient .;long that 
asis. Since by the above assumption, SI = (BL)nlax sin ~ t ,  and so 

I' = T sin ,t 
XI1 

where 

If the disturbance torque, Td, is assumed constant for a period dur- 
iitg which the maximum available torque becomes zero, then an estimate 
of vehicle angda r  rate and pointing error can be rr-ade. 
acceleration is given by 

The angular 

\\-here I is the moment of inertia, and Td the disturbance torque. And if it is 
assumed that the angular velocity is zero until t seconds before the available 
torque bc,comrs zero, then 

t T 

-t 
(1 - cos ut) 

1 
I Ill 

6 = - I ( T ~  - T bin -sl)ds = - 

The maximum angular velocity occurs wh,-re 9 = 0 ,  i. e. , where 

Substituting Equation 55 into Eqcatio!. 54 

The angular deviation is found frat1 Squation 54 by integration 

e = - -  -I --(7 'rn sin w t  - t)} '>,;I(-: Til 

t 551 

(57) 
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The maximum angular deviation occtrs at t, when 6 = 0, that is, when 

dt i- m (cos ;t - 1) = 0 
'd m (58) 

For convenience, the following definitions wil l  be made: 

T- a = -t and p = m m 

It can be seen from Equation 58 that a is the solution to 

a p i c o s  a - 1 = 0 159 1 

and the maximum angular deviation is found by substituting this value into 
Equation 57 to yield 

where 

with a the solution to Equatior 59. With this notation, Equation 56 becomes 

'*d 
W I  

6 = - H(P) 

where 

It can be shown that for Equation 59 to have a solution other than a = 0 

[ p i  I 0.724611 

The factors G(8) and H(B) are plotted in Figures 133 and 134, respectively. 
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It can be shown that tor a .small value of 9 

For 3 less than 0.3, the above approximations are in error less than 4 
percent and 0.8 percent, respectively. 
zapability the system will be designed such that T, 2 5Td or 3 S 0.2. 
tt,e above approximation can be used for estimating the angular rate and 
pointing error. 

It is expected that to ensure control 
Thus, 

2 4Td 8 
2 3% I 

r- qians em 

'rn -7 Td rad/sec 

For a quantitative example, assume that is equal to the orbital angular 
velocity which for orbital altitudes of 300 to 500 n. mi. has the approximate 
value 10-3 rad/sec. For a spacecraft weighing 1000 pounds, moments of 
inertia in the vicinity of 300 slug-ft2 can be expected; and the disturbance 
torque will be taken as the rss total calculated in  Section 7.4.3 (8.5 x 
ft-lb). Let 3 = 0. 1, then for these values 

a 0.22 degree ern 

0 w 1.63 x deg/sec rn 

However, for many orbits, the rate of change of available' torque is much 
less than that corresponding to orbital angular velocity. 

In part icdar ,  for a sun-synchronous orbit, it can be shown that for 
significant portiops of th.-. L A S  orbit the angular rate of change of the 
magnetic field vector with respect to the spacecraft is less than 3 x 
rad/s-ec. 
Equation 60 yields 

Using this value for %, along with the above assumed quantities, 

m (2.4 x 10 4 2  ) B Om degrees 

A brief analysis indicates that for power and weight of the system to be kept 
less than 40 pounds and 30 watts, respectively, 
0.01. 
observation, a n  error this large will be unacceptable. 

must be greater than about 
With this limit, the pointing e r r o r  will be 2.4 degrees. Fcr earth 

7-28 



0 

Since 8 = Td/Tm, it may be noted that if Tm is fixed due to weight 
and power limitations then the p ~ '  itihig e r r o r  i s  proportional to Td 3 , i. e-  , 
the pointing accuracy is very sensit-vc to the disturbance torque. 
of disturbance torque used above was only an approximation based on many 
assuniptions (see Sectioi. 7. 3). If by carefd design the disturbance torque 
can be reduced Selow this value, a -nagnetic control system may provide 
the reqi-ired pointing accuracy. 

The value 

Since the pointing accuracy 9-pends s o  critically on the disturbance 
torquc, and since the satellite will %ave a solar array resulting in relatively 
large disturbance torques, i t  appears that a design with adequate safety 
margin would be excessively heavy or  require large power. However, as 
can be demonstrated, corntined with Dther attitude control concepts, magne - 
tic torquing capability cai; be useful and attractive. The genrral analysis 
of the previous sections is appiicable r~ other dual-mode control systems 
using magnetic torques. 

/ 

0.2 0.4 

J 

Figure 133. G(f3) Versus f3 

0.6 0 

7 
B 

Figure 134. H(P) Versus f3 
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7.6 MASS EXPULSION CONTROL 

Attitude control torques can be produced by expelling mass from the 
spacecraft, resulting in torque producing reactive forces. 
usually a gas expelled through a nozzle, this type of system is frequently 
referred t3 as a reaction jet system. 
interchangeably. Similarly gas, propellant, or fuel refer to the expelled 
s lib sta nc e. 

Since the mass is 

The two expressions will be used here 

7 . 6 . 1  Specific Impulse and Propellants 

One of the most i&mportant characteristic quantities of a propellant is 
its specific impulse, I defined by 

SP' 

W I = I  F d t  
F SP 

0 

where F is the force produced and t is the time required to expel WF pounds 
of fuel. 
Choice of attitude control propellants is at present essentially limited to cold 
gas (Nz), hydrogen peroxide (H202), and hydrazine (HLN~).  

T h i s  quantity appears in any analysis of a mass expulsion system. 

Precise  attitude control requirements necessitate very small total 
impulse per  correctim. For example, hydrazine cannot be used in a 
conventional manner because to perform properly, jet burn time must 
exceed 0.05 second at a thrust level greater than 0.1 pound. Otherwise, 
hydrazine has insufficient time on the catalyst bed and does not burn. 
This means that the minimum impulse available from hydrazine imparts 
a minimum 8 to a 100 slug-ft2 vehicle of approximately 0.01 deg/sec. 

It may be possible to use hydrazine in a different form. Hughes has 
developed a dual-mode hydrazine control system wherein stationkeeping is 
accomplished by hydrazine thrusting in the normal manner in the few pound 
region, while electrolyzed hydrazine is thrusting in the millipound region 
with an Isp = 125 seconds for attitude control. The electrolyzed hydrazine 
jet thruster has been laboratory tested but has not ye t  been space-proven. 

Nitrogen as a cold gas is conventional for  attitude control, but its 
= 60 seconds is inefficient from a weight viewpoint, as will be 

The high specific impulse of hydrogen peroxide (160 seconds) is very 
The -.lain objection to its use is the contamination problem. The desirable. 

slightest impurity causes formation of oxygen, even in the tank, which causes 
tank pressure to increase. 

7-30 



7.6.2 Minimum Fuel Consumption -t 

Minimum fuel consu.nption can be attained by continuously 
thrusting with a force sufficient to create a torque on the vehicle equal to 
the disturbance torque. Suppose it were possible to construct a system to 
provide this continuous control. If r is the moment arm for the expulsion 
nozzles, then 

Td = Fr = disturbance torque (62 1 

Substituting in Equation 6 1 and rearranging 

t 

I Td is constant, this becomes 

If Td = - 8 . 5  x 
in Section 7. 3, and if r = 2 . 5  feet, a reasonable value based on the 
shroud dimensions of Figure 5 ,  then 

ft-lb, the rss total of the disturbance torques estimated 

wF 1070 lb  RF a~ fuel rate 1 - - - - t - I year  
SP 

Where the unit of fsp  is seconds. Thus,for ICsp = 100 seconds 

RF = 10.7 lb/year t 65) 

7.6.3 Impulsive Systems 

Continuous control is not 'possible with the conventional gas 'systems 
mentioned above because there is a lower limit to the thrust available, and 
values of torque in the range of the disturbance torque cannot be  efficiently 
produced. 
very short periods of time resulting in step changes in Lhe aiigular velocity. 

Torques several  orders of magnitude greater are applied for 
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The integral on the right side of Equation 61 is defined as the thrust 
impulse for an  on-time of t seconds. The torque impulse is merely 

t 
IT = r s  F d t  

0 

From Newton's second law 

t t w2 

r f  F d t  = 1 1 %  d t = I  I d o = I h  

w1 
0 0 

where I is the moment of inertia.. 
torque in place of rF. 
Figure 135. 
curve BCA. 
impulse is applied over a relatively short time (milliseconds) exactly com- 
pensating the disturbance torque impdse imparted during the longer BCA 
portion of the limit cycle. 

But this also applies for the disturbance 
Consider then the one-sided limit cycle shown i n  

The disturbance torque causes motion corresponding to the 
When the attitude deviation reaches the deadband limit, a torque 

That is, 

t~~~ 
r F d t  = I  T d d t  (68) 

0 0 

and since t A 3  <( tgCA, Eqvaations 63 and 64 are valid here. 
sided limit cycle, with impulsive torques, uses minimum fuel. 

Thus, the one- 

But consider rlow the two-sided,hard-limit cycle shown in Figure 136. 
For constant thrust Equation 67 yields 

IT = rFto, = IAW = 216 (69) 

at each end af the limit cycle. F o r  a full limit cycle 

414 = w I 
F SP 

6tOff = 4e0 
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R E A C T I O N  
JETS ON 

Figure 135. C; tz -Sided Limit CycLe Figure 136. Two-SZed, Hard Limit 
Cycle 

Since teff >>to,, tooff = t. Then,froni Equations 70 and 71 

Ib/scc 16 - - -  wF - 
Isp eo 

'F- t 

o r  using the identity IT :- 2 1 6  

2 

lb/sec *F - IT 
41sp I O 0  x F = - -  t (73) 

From Equation 73, for this case, the fuel rate is proportional to the square 
of the torque impuise and inversely proportional to  the deadband. The d is -  
turbance torque does not appear as a factor because, by the very nature of 
the hard-limit cycle, the disturbance torque has been overpowered and 
"swamped out. I t  

As an  example le+ I = 200 slug -ft2, Ispa = 100 seconds, eo = 0.1 deg = O . O C 1 7 5  rad, and let the torque impulse be chosen to  
8 = 0.01 deg/sec = 1.75 x 10-4 rad/sec.  Then from Equation 72, 

RF = 3.5  x l o e 5  lb/see *: 1100 lb/year (741 

Commei:.~- 

It can be seen that therc is a considerable difference between this 
fuel ra te  and that given by Equation 65. 
over a wide razge about any given spacecraft attitude control axist making it 

The disturbance torques may vary 

7 - 3 3  



difficult to design for one-sided limit cycle operation. But from Equation 73 
and the discusssion of Sectior- 7.6,2,  the torque impulse should he made 
as small as possible consistent with the requirement that the syFtem be able 
to cope with all disturbances. 

.$. 6..4 System Implementation 

- 

- 

! 
Figure 137 shows a typical reaction jet control system *;tilizing a dual-. 

! mode hydrazine reaction control system. 
primarily for removal of injection errors .  The remaining gas jets with 
much Lower thrust rating are used for normal attitude and velocity maneuvers 
to  obtain more precise control. The catalytic thrusters are the 5-pound 
thrusters developed for the ATS program, and the gas  Jets of about 100- 
millipound thrust are modifications of available designs. 

The catalytic thrusters a re  used 
* 

The control of all axes is performed on board the spacecraft, which 
requires the use of a yaw reference gyro and a sun sensor to recalibrate the 
gyro periodically. It is a conceptually simple system with n3 development 
problems associated with it, but in comparison with the MBS Tvpe 1 is 
slightly more complex (seven thrusters versus two, sun sensor, yaw gyro, 
nonspinning earth sensor) and less  reliable. Also, since the fuel required 
is a function of the desired pointing accuracy (see Equations 72 and 73), the 
growth to more precise pointing missions is hampered with this system. 

LOGIC 

sg AMPUflER - AND - 
FILTER 

(+) PITCH 

(+) IN W E A V  

(4 RTCH 

VILOClW 

(+; YAW 

(4 IN L4NEAV 

(-) YAW 

2 REWNDANT SYSTEMS UP0 

Figure 137. Mass  Expulsion Control Block Diagram 
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- . ?  
I .  I REACTIOX WHEEL STABILIZATION 

In many satellites acrliallv launched or  still being designed, flywheels 
arc part of the stabilixation system. The Simbus weather-observation satel- 
lite uses three oi those devices, one for each axis. 
Orbiting Astronomical Observatory's attitude is also c.btained by means of 
f l )  wheels, 

Fine control of the 

To bring out the salient points of this method of control, a satellite 
is assumed to be provided with three flywheels, each oriented along one of 
the satellite's principal ases. 
own asis of rotation is I; the anguiar velocities of the flywheels relative to 
the satellite are ss, 

The moment of inertia of a flywheel about its 

and L~ (Figure 138). 

Eufer's equaLions cf motion now ha\-e to be slightly modified to allow 
for the presence of the flywheels. X derivation of these equations is based on 
the simple fact that the action of the flywheels does not change the total 
angular momentum of the combination of the Satellite and the flywheels. The 
latter can merely interchange the angular momentum bet**een the satellite 
and themselves. 

X I  
S 

= $6 i (Iz - I ) qr i I(& -+ ;r; q - (i r) 
Y s z Y 

A3 = 
2 

In these equations, I,, Iy, 2nd I, include the contribution due to the 
The ratio of the moments of inertia of the flywheel mass of the fijrwheefs. 

and the satellite may be very small, however, in the order of lO-5:l. 

From the above equations, it can be seen that the influence of a n  
external torque th&, My, -Adz) can be cornpenszted by a n  appropriate change 
in the angular acceleration of one or more of the flywheels. In principle, 
the satellite's attitude or angular velocities need not change if the external 
torque cocld be measured directly. The flywheels can thus be considered 
as a means to isolate the satellite from disturbing torques. I n  practice, the 
satellite is stabilized in a certain attitude by mahng the flywheel's accelera- 
t ion depend on the satellite's deviation from the desired attitude, as well as 
on the rates of change of these deviations. 

A simplified block diagram of a single-axis control s y s t e m  using a 
flywheel is shown in Figure 139. 

The modified Euler's equations also indicate that, in the general 
case, a change in angular velocity of one flywheel may have a rather com- 
plicated influence on the motions about the other axes. 
avoided if a single inertia sFhere IS employed, instead of three iiiertia wheels. 

This disadvantage is 



Figure 138. Simplified Arrangement 
of Flywheeis 

I 
Figure 139. Block Diagram of Singte-Axis Flywheel Control System 
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The use of this single-control element, free to rotate aboirt any axis relative 
t o  the satellite, eliminates the crosscoupling terms otherwise present i n  
Euler's equations. 

Finally, a rather important conclusion can be drawn from these 
equations. An external torque acting all the time in the same direction has 
the effect of continuously increasing the angular velocity of a t  least  one fly- 
wheel. Fo r  practical reasons, however, there is a masimum allowable 
speed for the flywheels, which simply means that a flywheel may become 
"saturated. " If disturbing torques are espected to act in one direction only, 
the satellite has to be provided with st i l l  another mechanism to esert con- 
trollable torques. Magnetic torque or mass expulsion control may be used. 
The torque produced by one of these s y s t e r c s  allows the angular momentum 
of the flywheels to be "unloaded" returning the speed to zero. 
prescnts a block diagram of such a dual-mode system. 

Figure 140 

When properly sized, this system allows storage of angular txomenturn 
due to cyclical disturbance torques; only momentum due to secular distur- 
bance torques need be removed by the reaction jet or magnetic system. 
shaping networks can be designed to provide either proportional or integral 
control for a steady orientation and a pointing e r ro r  only slightly exceeding 
sensor error. Thus, a major improvement in fuel utilization is possible as 
compared with the pure mass expulsipn system. 

The 

It remains then to estimate system weight and power drain. The size 
and weight of the flywheels are determined by the size of the disturbance torques. 
Since these -mry with size and configuration of the spacecraft, results are 
shown as a function of disturbance torques, 

7.7.1 Calculation of Wheel Inertia and Weight 

Let: 

T = secular disturbance torque 

Tc = cyclical disturbance torque 

t = orbit period 

S 

P 

. t = time between momentum unloading 

J = wheel inertia 
w = wheel saturation velocity 

The stored angular mornentum of the wheel, JG, is the time integral 
of :he disturbance torques acting on the vehicle. Secular torques are 
assumed constant. 
should integrate to  nearly zero over one orbit. 

The angular momentum generated by the cyclical torques 
The cyclical torques are 
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Figure 140. Block Diagram of Single-Axis Dual-Mode Control System 

7-38 



assumed to contribute maximum momentum in  one half-period, then to 
decrease during the next half-period. Then 

t 
D JW = T s t + T  c 2  -L 

(75) 

Experience has shown that a xnasimum wheel speed of 1200 to 
1500 rpm is a gooci compromise between weight, size, bearing life, reli- 
ability, etc. 

Figure 141 shows wheel moment of inertia related to u-doading time 
for various disturbance torques with a wheel speed at t ime of unloading of 
1200 rpm. 

The relation between rotating parts inertia and wheel weignt. shown 
in Figure 142, was obtained from wheel data supplied by the Eclipse-Pioneer 
Division of Bendix Aviation Corpora-' LlGn. 

From Figures 141 and 142, the relations between wheel weight and 
unloading time of Figure 143 were obtained. 

In the calculations, an  orbit period of 100 minutes was assumed. 
Also, the secular and cyclical torques were assumed equal (which,of course, 
will not be true). 
Equation 7 5  can be prorated by inspection. ~ -2 wheel unloading speed of 
1200 rpm was assumed. 

Other sources of momentum that the wheel must accommodate are 
iniiial spacecraft angular momentum, precession of the vehicle 1 deg/day 
about the pitch axis, and perhaps the morfientum due to antenna slewing. 
The largest of these will probably be the initial spacecraft angular momentum. 
If,for examplqthe spacecraft angular velozity were 0.05 deg/sec with a 
moment inertia of 60 slug-ft2, the extra wheel momentum storage would be 
0.06 lb-ft-sec. This is a significant quantfty in a smalt vehicle and must 
be considered in  wheel sizing unless provision is made for unloading soon 
after reference acquisition. 

However. in a particular application, the two terms of 

Momcntum storage due to 1 deg/day precession about the pitch axis 
is negligible, and the resulting interaction torque caused about the other axes 
is an  order of magnitude less than the outside disturbance torques about 
these axes. 
design of the .wheels. 

Likewise, the effects of antenna movemeat should not affect 

It is seen from :he a r v e s  that,even for a disturbance torque of 
10-4 lb-ft, total wheel weight for three-axis control is only approximately 
30 pounds. As shown below, weight of fuel consumed per y e a r  also is small. 
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Figure 141. Wheel Moment of Inertia 
Versus Unloading Interval for 
Various Disturbance Torques 

Figure 142. Inertial Wheel Total Unit 
Weight Versus Rotating Parts Inertia 
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Figure 143. Wheel Assembly Weight 
Versus Unloading Interval for 
Various Disturbance Torques 

Figure 144. Power Versus Motor 
Speed for Typical Inertia Wheel 
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On the average, the moment exerted by the unloading jets must equal 
Then, since jet thrust = fuel flow rate the secular disturbance torque, Ts. 

times specific impulse !see Equations 80 and 831, 

m 
1 RF = fuel rate = - S 

rl 
SP 

For example, let Ts = IO-* lb-ft, r = 4 ft, Isp = 125 sec. Then, 

lo-' x 3.15 x 1 O7 = 6. 3 lb/year/axis 4 x 125 Fuel = 

and the stored weight for removing all disttrbance torques for a large vehicle 
for 1 year of operatior, is less than 50 pounds. 

7.7. 2 Power Consumption 

The average power drainage due to the inertia wheels that must be 
provided Cor in the spacecraft power budget is the power the wheel motors 
must supply to overcome windage and bearing friction at unloading speed. 
For example, the possibility exists that all three wheels will operate at  near 
unloading speed for a considerable time. The extra power required to over- 
come jet reaction torque during wheel unloading is of short duration and can 
be obtained from the battery. 

rhe average power required to overcome secular torques is negligible 
a s  is shown by the following estimate. 
wheel in I year due to a secular torque. of 4 x 1 
A typical inertia wheel motor will have an average torque (in reverse) of 
50 oz-in. at an average power of 60 watts. The time for that torque to 
create a momentum of 1200 lb-ft-sec is 4800 seconds, which is the time 
the 60 watts must be applied in 1 year. 

The total momentum imparted to a 
Ib-ft is 1200 Ib-ft-sec. 

Hence, average power drain is 

4800 = 0.01 watt 7 60 x 
3.15 x 10 

Power to maintain a wheel at a constant 80 percent of full speed is 1 to 3 
watts, depending on size of the wheel, according to Beridix. 
trated in Figure 144 which is a plot of power versus steady-state wheel speed 
for a typical wheel. 
case. 

This is illus- 

The unloading speed probably would be 120 rpm in this 
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7.7. 3 Motor Characteristics 

The main characteristic of the inertia wheel motor is that its stall 
torque exceeds the torque exerted by the unloading jets. 
requirement generally is a reasonably flat torque -speed curve over the 
speed range zero to f unload speed. 

Another mctor 

The motor time constant is given by 

stall torque 
maximum speed T = J- 

It usually lies between 2 and 20 seconds. 
wheel is governed by motor stall torque and should always exceed motor 
time constant: 

The time required to unload the 

7. 7.4 -. Sirstem Implementation 

A complete functional block diagram of a reaction wheel system with 
gas jet unloading is shown in Figure 145. 
wheels. The three reaction wheels a re  motor-driven flywheels that provide 
storage of angular momentum. 
the reaction wheel system without disturbing the attitude of the fixed portion 
of the spacecraft. 
Limit cycle (deadband) characteristics of mass expulsion control three-axis 
spacecraft. 

This system utilizes three reaction 

External (cyclic) torques a r e  absorbed in 

This control scheme avoids the short-period, jet pulse 

- -  .- 
The wheels for this configuration were sized to- Eequire momentum 

unloading only once every five orbits. The resulting design is very close to the 
Orbiting Geophysical Observatory design and utilizes three 8-inch-diameter 
wheels mounted orthogonally and weighing 30 pounds. An on-board attitude 
control system is required to continuotsly sense and correct attitude errors.  
Two axes of control a r e  obtained from scanning-type earth sensors. The 
third axis about the vertical (yaw axis) is controlled by a rate gyro refer- 
ence, with updating information obtained from the sun sensor mounted on the 
solar panels. 
ecliptic plane. 

- 

This sensor provides a fan-shaped field of view in the solar 

The sun angle used to update the yaw reference gyro is measured by 

The gyro is also ased *?itl* I second rate gyro to provide 
this sensor when the spacecraft yaw axis is normal to the ecliptic (twice 
each orbit). 
stability during the earth and bc;n . -ju:.sition phases after booster separation. 
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7.8 MOAMENTUM BIAS SYSTEM.TYPE 1 

7.8. 1 General Description and Stability 

The MBS Type 1 is, generically, a spin-stabilized spacecraft with a 
despun platform. 
is virtually unlimited in size. The system is not constrained io have a 
pancake shape demanded by the familiar inertia ratio criterion used to 
design previous spinning satellites with or without despun platforms. Due 
to  the pancake criterion, requiring spin about an axis of maximum inertia, 
these craft a r e  limited in both overall length and despun platform size by 
launch vehicle shroud diameters. Also, since shrouds a r e  longer than wide, 
the pancake constraint results in nonoptimum use of shroud volume. 

The unique featuze of the MBS Type 1 is that the platform 

Alternately, the MBS Type 1 may be described as a rotor-stabilized 
spacecraft differing from present designs of this type in a fundamental way. 
The MBS Type 1 is not constrained to have a perfectly rigid rotor, i. e .  , a 
metallic flywheel, dictated by the nutational stability criterion used to design 
satellites of this class. In essence, the MBS Type 1 is the broadest applica- 
tion of spin stabilization. 
spinners with desprzn platforms and perfectly rigid rot0.r-stabilized space- 
craft. 
perform many functions in addition to effecting gyroscopic stability. 
ples of some of these additional uses are: 

It bridges the gap between present nonrigid 

Free from the rigid rotor constraint, the MBS Type 1 rotor is used to 
Exam- 

A gravity-fed liquid propellant attitude and velocity control system 
may be spun, thereby requiring merely two jets for all axis con- 
trol. The jet system spin also makes the spacecraft essentially 
insensitive to the torques induced by leaks since they are aver- 
aged out every spin cycle. 

Relatively simple attitude sensors may be rigidly mounted to the 
wheel and scan targets by virtue of spin. 
accuracy may be achieved using one rigidly mounted stat scanner. 
For less dpmanding missions, the sensor would be an lR earth 
scanner. 

Ten arcsecond pointing 

Solar panels may be body-mounted like ATS and Intelsat SI or  
despan, utilizing a sun tracking system. 

The wheel may also carry payload requiring sp?n,such as the 
ATS-I spin-scan meteorological ,camera. 

Using the wheel as a spinning sunshield permits entirely passive 
thermal control for most missions. 

Further, since the rotor, or  spinning section, comprises a significant 
portion of the spacecraft, it has a large spin moment of inertia, and large 
gyroscopic stiffnesses w-ay be achieved atverylow spin rates of 10 to 100 rpm. 
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Thus, the MBS Type 1 provides a fully stabilixed platform while 
maintaining features of well-proven spinner technology. 
ware aspects of the MBS Type 1 have developmental roots in the Syncom and 
OS0 programs. This hardware has been 'combined into a new configuration 
long recognized as well- suited for many missions but, heretofore, consid- 
ered dynamically unstable. 

In fact, al l  hard- 

The MBS Type 1 concept is due quite simply to the discovery that it is 
possible and practical to passively stabilize the spin of a nonrigid body about 
an axis of least'inertia if the body contains a counterrotating element on 
which a nonrigid energy dissipation mechanism, a nutati.on dampe.r, may be 
placed. In pr-esent MBS Type 1 design;since the counterrotating element car -  
r ies  payload .as well, it is large although it need cot be. ~ For example, a 
small counter.rotating box containing a nutation damper can be used to 
stabilize a large, slender spinning liquid rocket or  could have been used to 
stabilize Explorer I had the principle bean known. 

A study of the dynamics of two-body configuratlons was initiated at 
Hughes in early 1964. This study was motivated by the desire to add despun 
elements to Syncom-type satellites after the OS0 program demonstrated that 
rotating elements could be operated in space for years. 
study was to determine whether stability of two-body configurations was 
governed by the well-known criterion for spinning monobodies. 
monobody rr.ust be spun about its axis of greatest inertia. By simple exten- 
sion of analysis used for nmnobodies, it was learned that two-3.ody stability 
does not necessarily require spin about a major axis, and that the distribu- 
tion of energy dissipation between the two bodies plays a role (Reference 3). 
This same conclusion was reached by Landon and Stewart at RCA in a paper 
(Reference 4), which appeared at nearly the same time. Both of these work-; 
had an important shortcoming, howevez. 
of monobody theory, both analyses were limitt. 1 tc the special case of a two- 
body configuration in which only one of the bcdies is nonrigid. With this 
assumption, detailed quantitative consideration of not well-wderstood non- 
rigid effects (i. e. , energy dissipation) could be avoided. .The important 
results of these analyses are: 
moment of inertia must be greater than the combined configuration transverse 
moment of inertia, essentially the same as the inertia ratio criterion for 
monobodies; and 2) i f  the spinning member is perfectly ripid, a flywheel, the 
two-Fody configuration is practically free of inertia constraints. 
the problem d a general two-body configu+ation wherein both bodies a re  non- 
rigid,' 2:- was clear that detailed landerstanding of the role of nonrigid effects 
was r ZQuired. 

The object of the 

That is, a 

To perform the simple extension 

1) if the spinning body is nonrigid, its spin 

To attack 

By analyzing equations of-motion of two-body systems with specific 
nonrigid elements, nutation dampers (Reference 3), physical understanding 
of the manner in which motion of dampers affected gross system motion wap 
devebped. The relationship between the amount of energy which a damper 
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dissipated into a dash pot, for example, and gross system motion was learned. 
With this understanding 01 specific cases, the classical energy-sink method 
was reconstructed (Reference 5) to deal with the general two- body nonrigid 
system. This energy- sink analysis yields the following stability criterion 

Energy dis- ipation 

S 

Energy ilis sipation 
rate of despun 
platform 

Where It = t3e moment of inertia of the total vehicle about an axis through 
the center oi  m a s s  normal to the spill axis, and I, = moment of inertia of the 
spinning section about i ts  spin axis. 

This analysis deals only with the case where no appreciable -oupling 

When the platform despin axis i s  not coincident with E principal 
exists between the despin control system and the nutational dynarxjcs of the 
spacecraft. 
axis, control torques react with the nutational dynamics of the spacecraft. 
This can be eitfier stabilizing o r  destabilizing (nutationally), depending on 
the response characteristics of the despin control loop at nutation frequency. 

The nutational coupling is block diagrammed in Figure 146;for sin- 
plicity, the imbalance hili7 been asaumea to exist in a single plane. PathA-B 
represents the reaction torqies  introduced into the nutational dynamics by 
the despin torquer; path C-D represents the reaction torques introduced into 
the despin ibJp by the nutational dynamics. The contyol is synthesized such 
that the coupling produces nutationally stabilizing reaction torques. 

Despun Solar Panel Coupling 

An MBS Type 1 configuration for the represeDtative LAS mission of 

This panel rotates relative to the main despun piatform at 1 
Thus, there is a 

Section 2 requires an additional ro'iating element - the despun solar panel 
assembly. 
revolution per orbit as it remains pointing at the sun. 
dynamic coiipling link between the two control loops. 
with a constant rate and no outer position loop could not lead to 
limit cycling o r  even instabilities when coupled to the rotor drive control. 
Preliminary investigations in6icate that a s  long a s  the solar panel stepper 
motor drive frequency is isolated from the spacecraft nutation frequency, 
there will be no stability problems. 
despun piatform position vi11 occur as the solar panel is stepped; however, 
the disturbance amplitude can be kept small by using high-frequency, low- 
amplitude steps to rotate the panel relative to the despun platform. 

A solar panel control 

Some transient disturbances of the 
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Stabilitv Conclusions 

Whenthe practicalnature of the MBS Type 1 was established, considerable 
effort was cievotee it- thoroughly consider all system aspects. 
dynamic analysis of real systems (Reference ?), including an active despin 
servo loop caupling the spinner an:! platform, was performed, using a digi- 
tal computer simulation specifically designed for the MBS Type I .  Here, the 
dynamic integrity of a real system vas established. Further, Reference 6 
describes an air-bearing supported he% Type 1 dynamic model tkat was fabri- 
cated and tested. The model corrojorated theoretical conclusions. Refer- 
ence 6 a150 compiles a number of analyses that treat the case of an MBS Type 1 
with asymmetric platform complementing the analyses of References 3 an.! 5. 

Complete 

7.8.2 Despin Control System (DCS! 

The principal elements of a DCS are: l )  the earth sensor assembly 
located or. the spinning section (rotor), 
located on the rotor, and 3) the bearing and power transfer assembly. 
latter includes I) f i e  bearings, slipring assembly, and housing, 2) the 
despin motor (brush-type dc motor), and 3) the master index pulse (MP) 
gene rat0 r . 

2) the despin control electronics 
The 

The operation of a typical DGS (see Figure 147) is as follows: the 
despun platform angular coordinate + is controlled by a motor, commanded 
in a manier to null the LOS e r r o r  of the platform boresight with respect to 
the earth cer-ter plane. The e r r o r  sigr,al :.sed to drive the torque motor i s  
derived from sensed platform LOS e r ro r  (E) and rate t i ) .  

An earth sensor mounted on the spinner generates leading and trail- 
ing earth-edge pulses. A frequency-lock loop (FLL) operating on these 
pulses generates twooutputs: a single pulse per revolution (ppr) whichoccurs at 
the midpoint of the earth-edge pulses, and a 16 ppr pulse train synchronized 
to the earth sensor pulses. 
bearing interface provides two additional pulse trains: a single pulse per revolu- 
tionaligned with the platform boresight is used for LOS position e r r o r  computa- 
tion MIP, and a 16 ppr pulse train is used for LOS r2-te e r r o r  computation. 

A mechanical shaft angle encoder (SAE) at the 

The basic operation of the DCS is as follows. In the steady-state 
tracking mode, the platform LOS e r ro r  is determined once per revolution by 
phase comparison of the earth center pulse output of the FLL and the MIP 
output of the SAE, The sampled LGS e r r o r  is then shaped ar.d smoothed in 
the outer loop to produce a motor tcrque command based on position infor- 
mation. The inner rate loop processes the output pulses of the SAE in con- 
junction with the output pulses of-the FLL. Thus, the rate loop processing 
is a sampled loop that updates the LOS rate information 16 times p- or rotor 
revolution, and commands a torque proportional to the rate error.  
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Figure 146. Representative Stabilization and Control Block 
Diagram Illustrating Crosscoupling 

Figure 147. Typical Despin Control System Functional Block Diagram 
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The inner (rate) loop characteristic response time is selected to be 
fast relative to one rotor revolution, which requires a large torque-to-LOS 
rate gain ratio. This fast-response inner loop serves two purposes: I )  it 
senses and corrects for nutationally induced LOS motions, thus providing 
stable nutational damping via the coupling, and 2) the outer loop may be a 
low-gain loop; thus the earth sensor noise can be substantially smoothed 
without a LOS e r r o r  penalty. 

The operational modes of the DCS consist of an acquisition mode, a 
steady-state track mode, an offset pointing mode, and various failure mode 
capabilities. 
rized in Table 12. 

The characteristics of these operational modes a re  summa- 

7. 8.3 Vel.ocity and Attitude Control 

Attitude control he re  refers to spin-axis orientation. Velocity and 
attitude control are provided by a functional subsystem which provides the 
sensing, logic, and actuators necessary to perform velocity maneuvers and 
to maintain the proper inertial orientation of the spacecraft (spin axis normal 
to orbit plane). 

A magnetic torque o r  mass expulsion system may be used for attitude 
No clear, general preference for  one o r  the other of these systems control. 

is evident. However, a case can be made for mass  expulsion control based 
on the fact that a mass expulsion velocity control system will be required in 
any case. The remainder of this subsection discusses such a system. 

The hardware elements that comprise a mass expulsion velocity and 
attitude control subsystem are: 1 ) the hydrazine monoproplelfant reaction 
control system, 2) an ATS-type slit sun sensor, and 3) one passive nutation 
damper. 
used to determine the attitude e r ro r ,  but a r e  considered part of the despin 
subsystem. 
Figure 148. 

The outputs of the two pencil-beam earth sensors a r e  functionally 

The functional utilization of these elements is shown in 

TABLE 12 SUMMARY OF DCS OPERATIONAL MODES 

Acquisition mode 

Track mqde 

Offset pointing mode 

Provides initial capture capability f rom arbitrary 
LOS initial conditiens 

Steady-state operation consists of a dual-loop 
configuration operating in a linear mode 

Provides command bias for null of static e r r o r s  
and for spacecraft mass imbalance correction 
during A V maneuve r s 

Hardware redundancy and automatic e r r o r  sensing 
maintain attitude control without continuous ground 
monitoring 

Failure modes 
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Figure 148. Functional Block Diagram of Velocity and Attitude Control Subsystem 



The basic attitude control technique for the MBS Type 1 is a logical 
extension of the method used successfully on the Intelsat I and If proyrams. 
The familiar puised axial jet mode of operation of the reaction control sys- 
tem causes precession of the spacecraft spin axis when pulsed in synchro- 
nism with the spin period. 
direction a s  on past spacecraft, although the earth sensor can be used as 
a backup. 

The sun (9) pulse is used for a reference 

Attitude Control System Design Analyses and Tradeoffs 

The following subsections describe the tradeoffs that led to the 
selection of particular techniques of the attitude control system. The prin- 
cipal attitude control system tradeoffs considered are: 1) combined versus 
separate velocity control and attitude control, 2) ground command versus 
automatic on-board velocity and attitude control, 3) spinup methods, and 
4) nutation damping techniques. 

Attitude and Velocity Control Methods. The first tradeoff consider- 
ation in the selection of velocity controls and attitude control methods 
involves a consideration of separate versus combined velocity control and 
attitude control systems. 
potential necessity for different thrust levels to perform the necessary veloc- 
ity control and attitude control maneuvers. 

The primary tradeoff in this selection is the 

The technique of spin stabilization to provide gyroscopic stiffness 
also permits the use of relatively large thrust levels for both attitude and 
velocity. control without causing the allowed orientation drift to be exceeded. 
Large allowable thrust levels, along with the ability to UFC either pulsed o r  
continuous thrusting from the reaction control system, permits identical 
thrust levels to be used for both velocity and attitude contrd.  
Bird flight experience has proved this concept of ccmbined velocity and atti- 
tude control using a single reaction control system operated in either a 
pulsed o r  continuous mode. 

Syncom/Early 

Since the equipment in the spacecraft (jet control eiectronics) and on 
the ground (ground processing equipment) must have the capability for selec- 
tion of a particular jet, thrust duration, and thrust phasing f L r  velocity con- 
trol, combining this function with attitude contr (-1 adds no additional equipment 
for the reaction control system. 
for the computation of orientation ana required corrections, 
that must be performed whether a separate o r  combined appl,..sh is utilized. 

The only additional equipment required is 
-0mptation 

Based on proven Syncom/Early Bird flight experience and maximum 
system reliability, the combined velocity and attitude control method repre- 
sents the o b v i o ~ s  selection. 

A second tradeoff involves the selection of either a ground command 
mode or  an autonomous on-board mode for attitude control (velocity control 
will be considered separately). 
for the spacecraft is gyroscopic stiffness, external disturbtnce torques 

While the prim-ary method of attitude control 
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Figure 149. Ground Command Mode Block Diagram 

Figure 150. Block Diagram of Autonomous On-Board Attitude Control 
Systezn for MBS Type 1 
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will cause a precession of the satellite angular momentum vector. 
periodic correction by the satellite reaction control system jets is required. 
The attitude control system is required to command the reaction control sys- 
tem jet firings such that the spacecraft spin axis remains within a given half- 
cone angle of the orbit normal. 

Thus, 

One ground command method is similar to that used on Syncom, 
Early Bird, HS-303A, afid the Applications Technology Satellites. 
The only difference is in the type of attitude sensDr to be used; in this mis- 
sion a pair of earth sensors is used since the earth sensor information is 
provided free from within the despin subsystem processing electronics 
and the earth sensors provide better orientation determination accuracy. 
Earlier Hughes satellites used sun sensors and antenna polarization mea- 
surements; in either case, the corrections a re  computed on the ground and 
a command link used to fire the reaction control system jets. A schematic 
block diagram for the ground command mode is given in Figure 149 illus- 
trating the use of ground processing of the telemetered sensor outputs to 
deter mine orientation and command corrections . 

The autonomous method is identical to the ground command mode 
except that all processing and sensor data smoothing are accomplished on 
board the spacecraft by appropriate electronics. 
cant in that the ground command mode takes advantage of the smoothing of 
sensor data to obtain better accuracy and to minimize the number of orienta- 
tion computations required (one computation with smoothed data versus one 
computation per several spin revolutions). 
representing the autonomons mode is shown in Figure 150. 

This difference is signifi- 

A schematic block diagram 

The components necessary to provide attitude control in the two 
modes being considered a re  summarized in Table 13. 
table shows that the complexity is approximately equivalent in either system. 
This is expected since the functions performed are the same. However, the 
most complex function is the signal processing and smoothing and jet control 
logic. In the ground control mode, the major portion of this function is 
accomplished on the ground, while in the autonomous control mode it is 
accomplished on board the satellite. 
ual override of the autonomous attitude control system be provided to enhance 
system reliability. In this case, the override system would be identical to 
the ground control mode, and the only function served by the on-board pro- 
cessing is to simplify the routine ground control operations. 

Examination of this 

In addition, it is desirable that a man- 

The major factors involved in determining the optimum method of 
attitude contl.01, in the order of decreasing importance, are: 1 )  reliability, 
2 )  correction frequency, 3) accuracy, 4) flexibility, 5) cost, 6 )  weight, 
and 7 )  growth capability. 
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TABLE 13. ATTITUDE CONTROL COMPONENTS 

I Function 

Sensor 

Reaction control 
system 

Telemetry link 

On-boar d 
signal 
processing 

Ground signal 
processing 

L 

Ground Control 

Two-axis, spipning earth 
sensor; ATS sun sensor 

Axial control jet 

Earth sensor signals, sun 
sensor signals 

Sing le - channe 1 binary- 
coded signal 

Decoder and storage cf 
jet commmd logPc (number 
of pulses, pulsing angle, 
jet number, and execute 
signal) 

Smoothing of sensoi signals 
and computation and coding 
of control signals - 

AutoDornous 

Two - axis, spinning 
earth sensor; ATS 
sun sensor 

Axial control jet 

None required, but 
earth and sun -;ensor 
data furnished for 
data analysis 

None required, but 
manual override 
de sirable 

Sensor signal storage 
and smoothing, orien- 
tation de termination 
and control logic, 
failure mode detection, 
and jet command logic 

None required unless 
manual override 
mechanized 

Reliability is judged to be the most important aspect since loss 
of attitude control capability can cause a gradual drift of the spin axis from 
the desired orientation. 
reliability shows that the ground-based system is clearly more reliable 
since. Significantly fewer on-board components a re  used in the signal pro- 
cessing and command link circuitry. To surpass. the ground-based control 
mode reliability, the autonomous mode would require backup manual over- 
ride, which increases the cost. Comparing the two systems on a cost basis 
also favors the ground-based system since the cost of developing flight qual- 
ity processing electro2ics would be significantly greater than that for devel- 
oping ground-based processing electronics and software. 

Comparing the two modes of control on the basis of 

Correction frequency is another important factor because a short 
interval between corrections means that for ground control the attitude 
must be closely monitored. 
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As mentioned pre riously, because of the improved data smoothing 
possible on the ground, the accuracy of the ground-based control mode is 
somewhat better than the autonomous control. It is also easier to discrimi- 
nate against low-frequency, high-amplitude noise pulses in a gromd control 
mode. 
sequence in the autonomous mode. 

Noise pulses of this type could erroneously actuate the. control 

The weight factor appears to be relatively unimportant in this tradeoff. 
The additional weight of the control circuitry required in the autonomous 
mode signal processing is relatively insignificant in a satellite of about 
1000 pounds. 

Growth capability is another factor that has little bearing on the 
choice of control mode. 
missions to avoid any dependence on a ground command link except in a 
failure mode. 

The automatic mode can be implemented in future 

The final comparison factor is the flexibility of operation of the reac- 
For  example, it is possible to switch jets and vary the 

In general, the ground con- 
tion control system. 
pulse length or direction by ground commands. 
trol  link is more flexible in its usage than is the autonomous control mode, 
but the override feature negates this factor. 

A summary of the attitude control mode tradeoff factors is shown in 
Table 14. In this summary, the autonomous control mode is presented both 
with and without the backup manual override feature. 
factors presexted, the autonomous mode with ground override appears most 
favorable, primarily because of the correction frequency and flexibility. 

On the basis of the 

Velocity Control Alternates. The initial orbit acquisition and velocity 
corrections must clearly be implemented by a ground command mode due to 
the dependence of these functions on ground orbit tracking data and ground 
decision making. However, operational velocity control may be performed 
in either an automatic or ground command mode. 

The ground command mode of operation is illustrated in Figure 149 
where all processing and reaction control system jet commands a re  gener- 
ated on the ground. 
determine the necessity and magnitude of the velocity correction maneuver 
as well as from the sun sensor to properly phase the reaction control system 
jet commands. 

Inputs a re  required from the orbit tracking data to 

The automatic- mode requires the use. of on-board processing electron- 
ics that measures the spin angle between the earth line of sight (LOS) and the 
sun LOS each day at the high noon condition (sun LOS in nominal longitudinal 
plane-). In addition, a clock must be included on the spacecraft to determine 
when the high-noon condition occurs, and this clock must be periodically 
updated. The schematic block diagram of the combined altitude and velocity 
control method using an automatic on-board mode of operation i s  shown in 
Figure 151. 
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Figure 151. On-Board Velocity and Attitude Control System Block Diagram 
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TABLE 14. ATTITUDE CONTROL MODE TRADEOFF SUMMARY 

Factor 

Re liability 

Accuracy 

cos t  

Weight 

Command 
frequency 

Growth 
capability 

Flexibility 

Ground 
Cont r ol 

Mode 

Ac c e pt able 

Accept able 

Lowest 

Lowe st 

Arpr oximat ely 
e i r r y  6 hours 

Good 

Very good 

Autonomous 
Mode 

Lowest 

Accept able 
but lower 

High 

Acceptable 

None 

Lowest 

Lowe s t 

Autonomous Mode 
With Manual 

Override 

Best 

Same as mode being 
used 

Highest 

Acceptable 

Once every 6 hours 
if autocomous mode 
fails 

Good 

Best 

.Although the automatic method presents excellent growth potential 
for future missions, the complexity and cost of the on-board prmessing and 
the infrequency (approximately once every 2 weeks) of required utilization of 
the command link for the ground command-mode usually will lead to the selec- 
tion of the ground command mode. 
already exist to perform iizitial station acquisition and station changing, as 
well as a failure mode override; hence. the ground command mode presents 
the maximum reliability of the two approaches. 

The ground command capability must 

%in Speed Selection and Control. The choice of the nominal spin 
sDeed for the srJinning section of the spacecraft is based on tradeoffs involv- - * 

ing several mission and system requirements. A high spin speed is desirable 
to increase the angular momentum, thus decreasing the rate of attitude devia- 
tion caused by solar torques. The period between corrections i b  directly 
proportional to the spin speed. 
sors  (sun  and earth) .decreases a s  the spin rate increases due to  the lower 
signal energy. 
directly proportional to the spin speed, as is the weight of the spinup system. 
Finally, the despin servo loop and encoder design becomes more difficult as 
the spin speed increases. 

On the other hand, the accuracy of the sen- 

The bearing and slipring wear and friction level wear is 
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The provision of a spin speed control capability to the spacecraff is 
relatively simple. 
provide a componerit of torque about the spin axis. The two jets would be 
canteri iu  liffercnt directions so that one jzt gives positive torques, while 
th5 other gives negative torques. Now the jet alignment problem i s  rela- 
tively simple. 
achieved. 
tems a s  required to r,aintain the spin speed within the desired band. 

The easiest way is to cant the two axial jets so that they 

They would be canted at about 1 f 0.4 degree, which is. easily 
Axiz.1 jet maneuvers would then be performed with alternate sys- 

One problem with the method outlined is the loss in redundancy should 
one a,-ial jet fail either open or closed. 
remaining fuel ix the good system could not be used due to the spin torques 
that would be imparted. h'owever, an additional set of axial jets can easily 
solve this problem i f  required. 

Due to the canted nozzles, the 

7. 8.4 Pointing Accuracy 

The primary distinction to be made betwe-a sources cf pointing e r r o r  
concerns their frequency spectrum. 
have little effect on the quality of photographic imag4ng; howexrer, these 
e r r o r s  must be limited, the limit corresponding to the amount of photo- 
graphic overlap o r  antenna pointing requirements. 
sources will degrade the photographi,c capabilities of the satellice by causing 
significant motion during a frame o r  scanning period, dependicg on the imag- 
ing device used. 

Static or slowly rarying e r r o r s  will 

Higher freuuency e r ro r  

Pointing e r r o r s  can also 5e sepa -z.tt?d according to their plana of 
motion with respect to the orbit plane. Tkose e r r a r s  whose plane of motion 
is perpendicular to the orbit plane are classifie ' as crosstrack e r r o r s  since 
this motior, causes an earth-oriented axis to cross  the orbit track on the 
earth 's  surface. Similarly, those e r  
with the orbital plane are along-trac This distinction is useful 
because sevaral of the sources of e r r o r  in t k  ,wto dizccticlns have different 
causes. Along-track pointing is controlled by the despin control system 
about the rotor spin axis, while crosstrack pointing is controlled by spin 
stabilization plus a gas  jet control system and is affecied by spin axis wobble. 

rs wh.>se plane of motion coincides 
2rrors 

Below is a brief dircussion of the sources of pointing e r ror ,  broken 
down into four major categories and corresponding to Tables 15 and 16. 

. Along- l ' rack Low-Frequency E r r o r  Source?, 

These along-track low-frequency e r ro r ,  sources include sexsox mis- 
alignment, platform-to-rotor misalignment, and sensor inaccuracy. Based 
on experience with the AE AILCOMSAT eatellite, the two miealignraents can 
be limited to 0.05 degree aach. 
associated signal procesrling indicates two sources of slowly varying error :  
electronic component variation due to temperature changes and variation in 
horizon radiance profile. 

Analysis of the Barnes earth sensor and 
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TABLE 15. ALONG- TRACK POINTING ERROR 

Type 

High- f requency 
random 

Low- frequency 
-andom 

E r r o r  Source 

Earth sensor 
Friction noise 
Rate sensor 
Signal processing and 

electronics 

Rss Total 

Earth sensor alignment 
Platfor m/ro to r alignment 
Earth pepsor 

Rss Totaf 

-. 
30. Erro r ,  
degrees 

0.02 
0.01 
0 .005  

0.01 

0 .025  

0.05 
0. 05 
0.155 

- 

0. 17 - - 

TABU3 16. CROSSTRACK POINTING ERROR 

- 

High - f requenc y 
random 

Low- f requen c )  
random 

Fixed 

E r r o r  Source 

Bearing runout and jjtter 
Dynamic unbalance 
Residual nutation 

Rss Total 

Earth sensor 
Earth sensor alignmert 
Payload alignment 

Rss Total 

Attitude control system 
dead zone 

Total fixed and 
low-frequency e r ro r s  

3 (r Error ,  
dzgrees 

0.01 
0.02 
0. 01 

0.025 

0.155 
0.05 
0. IO 

-- -- 

0.195 - - 
0.3 

0.495 - 
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The former results in a timing e r ro r  of approximately 0.11 millisecond 
which corresponds to 0.04 degree at a spin speed of 60 rpm. Variation in 
the horizon profile results in a variation of the slope of the leadicg andtrail- 
ing edges of the bolonieter signal corresponding to the earth. The effective 
horizon width in the 15-micron frequency band at a tilt angle correspondiqg 
to an orbit ZatitLAe of 4 5  degrees and at an altitude of 500 n. mi. is approxi- 
mately 1.0 degree. Variation in the horizon radiance profile will cause an 
e r ro r  in horizon detection of not more than 15 percent of this value, i. e., 
about 0.15 degree. Thus the sensor rss e r r o r  is 0.155 degree. The rss 
total of the three e r ro r  sources is 0.17 degree. 

Along-Track High-Frequency E r r o r  Sources 

Along-track high-frequency pointing e r r o r  is caused by relatively 
high-frequency noise inputs to the despin control system. 
bas'c noise sources: I )  earth sensor noise, 2) bearing frictior, &ioise, 3) rate 
sensor noise, and 4) rignal processing and electronics noise. 
sensor noise is due principally to thermal noise in the detector which results 
in a relatively broad-band noise output from the sensor electronics, with an 
rms value of I). 03 degree. 
reduce this to 0.0067 at  the control system output. 
be limited to 0.02 degree. 

There a r e  four 

The earth 

A phase-locked loop o r  filter can be used to 
Thus, the 30 value can 

Bearing and motor friction noise has not been thoroughly evaluated or  
measured. Analysis of despin control systems has led to operating torque- 
to-inertia ratios of about 2 . 7  x rad/sec2. The noise torque-to-inertia 
ratio is estimated to have a peak value of 5 percent of this operating condi- 
tion with the peak of the spectrum occurring at spin frequency. A tentative 
analysis of the response at the output indicates a 30 e r r o r  of about 0.01 degree. 

A rate sensor and rate loop within the despin control system will 
reduce the noise output due to friction noise, but will introduce another 
source of e r r o r  as discussed below. 

The rate sensor consists of an oscillator clock, a shaft encoder, 
which is a notched wheel on the rotor and a "notch sensor1! on the platform, 
and digital electronics. 
counted and used as a measure of the relative spin rate between rotor and 
platform. 

The clock pulses between encoder pulses are 

. The quantization noise e r ro r  is taken to be one-half the quantization 
level rate; thus, for a spin speed of 60 rpm and a clock frequency of about 

ulses per revolution, the quantization noise is -360/218 = 1.37 x 
deg ,,,P sec. In addition, there will be a significant noise contribution due to 
the mechanical asymmetries in the shaft encoder. Assuming 0.0005-inch 
machining tolerance for the encoder notches and a 3-inch radius, the 3.0 
angular e r r o r  is about 0.01 degree. 
will occur principally at 16 times the spin frequency. The total system 
dynamics and control processing Will  reduce the transmission of this noise 
to the output. 

If the cncoder has 16 notches, the noise 
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As the gain of the feedback loop containing the rate sensor is increased, 
the transmission of the friction noise is decreased, but the transmission of 
the rate sensor noise is increased. 
gain results in the rms  values of the pointing e r ro r  due to friction noise and 
rate sensor noise being equal. 
results in a 0.01 degree 30. er ror ,  the introduction of a rate sensor must 
reduce the rss value of boch sources to at least this value. But to be con- 
servative and in the light of the many assumptions and approximations made, 
it will  be assumed that the 3a pointing e r ro r s  due to friction and rate sensor 
noises a re  0.01 and 0.005 degree, respectively. 

The oFtimGm settipg of the rate loop 

Since with no rate sensor the friction noise 

The noise caused by the electronics and signal processing including 
digital quantization e r ro r  can only be roughly approximated. 
analysis indicates that the 3a pointing e r ro r  due to this e r ro r  source is much 
less than 0.01 degree. 
0.025 degree. 

Preliminary 

The rss 30 value of the above four pointing e r r o r s i s  

Crosstrack Low-Frequency Er ro r  Sources 

Crosstxack-low-frequency e r ro r  sources include the earth sensor 
inaccuracy, sensor misalignment, payload misalignment, and the attitude 
control system dead zone. As discussed above under Along-Track Low- 
Frequency Er ro r  Sources, 
will be less than 0.155 degree. 
be limited to 0.05 and 0. 1 degree, respectively, and the attitud,e control sys- 
tem dead zone has been set at 0.3 degree. 

the 3u pointing e r ro r  due to sensor inaccuracy 
The sensor and payload misalignments can 

The alignment e r ro r s  and sensor inaccuracy are random quantities, 
but the dead zone is fixed. 
directly added to the latter, yielding a total 3 0  e r ro r  of 0.495 degree. 

Thus the rss e r ro r  of the former must be 

Crosstrack High-Frequency Er ro r  Sources 

Crosstrack high-frequency e r ro r  sources include bearing runout and 
jitter, dyna-mic unbalance, and residual nutation. Bearing runout and jitter 
depend on the quality of '.;arings used in the bearing assembly. Data from 
bearing manufacturers indicate that with two bearings separaied by 10 inches 
this e r ror  can be kept below 0.002 degree. Assuming a smaller contact 
separation and low-quality bearings, this e r ro r  can still be kept less than 
0.01 degree. 
ments' and sensitivity and propellant tank misalignments. 
indicates a limit of 0.02 degree. Residual nutation occurs after attitude cor- 
rections and to a much lesser degree as a result of coupling between the DCS 
and transverse axis motion. 
0.01 degree. The rss 3c Winting e r ro r  of all sources is about 0.025 degree. 

Dynamic unbalance is a result of balancing machine misalign- 
Detailed analysis 

Preliminary analysis yields a limit of 

Comment 

The values given above for e r ro r  sources a r e  estimates and are  
based on present knowledge and techniques. These e r ro r  sources can be 
reduced by improved design, particularly the low-frequency, crosstrack 
errors .  
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7.9 MOMENTUM BIAS SYSTEM TYPE2 

The momentum bias system ;ype 2 (MBS Type 2) utilizes a single flywheel 
rotating aboutanaxis normal to the orbit plane for three-axis control. The sysiem 
has a high angular momentum that provides dynamic stiffness to ti?e spacecraft 
similar to a spin- stabilized satellite. The dynamic stiffness maintains the 
satellite orientation about the roll and yaw axes, while pitch rate is main- 
tained at  the orbital rate by controlling the flywheel speed with the flywheel 
motor. This rr-ethod of control is similar to that for reaction wheel con- 
trol except that a nominal amount of angular momentum (i. e . ,  a bias) is 
specified for the wheel; whereas, in the conventional three-wheel reaction 
control. the nominal point is zero momentum. A reaction jet or magnetic 
control Gill: Ing system is required for the roll and yaw axes. 

Ccm&deiing now the large momentum wheel by itself. 
its stiffness is the amount it precesses under a given torque. 
single axis, the precession angle i s  given by time duration of disturbance 
torque, and by wheel inertia and speed. Let: 

The measure of 
Considering a 

T = disturbance torque 

J = momentum wheel inertia 

= wheel speed w 1  

. .  = precession rate " 2  

= pointing e r r o r  tolerance B 

k = wh;tl radius of gyration 
max 

D = outside diameter of wheel 

t = spin axis control dead zone time 

m = wheel weight 

1 H = wheel angular momentum = Jw 

Then 

or 
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2 2 For a wheel, D = 8k . Hence 

m =  

If correction of precession 

8gt T 

Wlemax 
2 

angle i s  by reaction jekthe correction inter- 
val can be as short as desired. 
less than an orbit period. 
torques. Fo r  example, assuming the magnitude of cyclical and secular 
torques is comparable, and corrections were necessary twice per orbit, 
reaction jet fuel would be increased by approximately a factor of three. 

However, the correction interval should be no 
Otherwise, fuel will be wasted correcting cyclical 

If magnetic interaction is the source of correction torque, wheel 
momentum must be sufficient to hold precession angle in the presence of 
both secular and cyclical torques within pointing e r ro r  specification for some 
minimum time, during which the magnetic field coincides with the axis about 
which torque is desired. 
inclination. 
set of disturbance torques. 

This minimum time will depend on the LAS orbit 
This magnetic dead time establishes wheel weight for a given 

Figure 152 shows inertia wheel weight as a function of correction time 
and a range of wheel diameters for a wheel velocity of 1200 rpm, with a dis- 
turbance torque of 2 x 
than 0.5 degree. 

ft-lb, and where pointing e r ro r  is held to less 

Another requirement on the wheel is that its momentum be sufficient 
to maintain precession rates within specification when subjected to the s u m  of 
secular and cyclic torques, i. e., if w2 = precession rate, then wheel momen- 
tum, H, must obey the relation 

Figure 153 shows the above relation for various disturbance torques. 
Even though the momentum increases very rapidly at sm-11 pointing e r ro r  
rates, the magnitudes represent small wheel weights. 
wheel speed = 150 rpm, diameter 2 ft, H = 3 lb-ft-sec, then 

For  example, let 

m = 10 pounds 

Hence, angular e r ro r  rate is not the dominant factor in wheel design. 
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Figure 252. Momentum Wheel Sizing 
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Figure 153. Inertial Wheel Momentum 
Required to Limit Pointing Er ro r  Rate 

7. 9. 1 Power Requirements 

Power drain for other than the usual control electronics i s  minimal 
The for an inertia wheel-type control system with reaction jet correction. 

only extra power is that necessary to maintah constant wheel velocity, 
which should be less than 5 watts. 
ever, power consumption must be considered. 

In the case of magnetic correction, how- 
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7.10 COMPARISON AND COMMENTS 

It was shown in Sections 7.4 and 7. 5 that for the anticipated disturb- 
ance torques on a representative U S ,  both gravity-gradient and magfietic 
torque control lack sufficient pointing capability for optical imaging mis - 
sions. A mass expulsion system will provide the required pointing accuracy, 
but, for conventional systems with lower limits on thrust impulse, the strin- 
gent pointing requiremelits of advanced :iissions will result in excessive use 
of fuel. 

A mass expulsion system must use propellant to compensate for both 
secular (spacecraft-fixed) and cyclical disturbance torques which makes this 
system innately less fuel-efficient than the th:-.e remaining systems. 

These three systems - reaction wheels, MBS Type 1 ,  and MBS 
Type 2 -are d d - m o d e  systems. 
addition to the reaction wheels, a tor.pe-produciag system to reduce the 
angular momentum of the wheels wl.* a :  it becomes too large. TheMBSType 1 
and MBS Type 2 are dual-spin systr.ms and require a torque-producing 
system.. to orient the spin axis. 
expulsion systems may be employed for these sr.-.J.ldary functions. If mass 
exputsion is used, then the primary system is sized so that correction 
torques from the mass expulsion system occur less often than once an orbit 
and, hence, compensate for only the secular disturbance torques. Table 17 
presents the components for the above three systems. - 

The reaction wheel system requires, in 

Either magnetic torque or mass 

The basic LAS requirement &der consideration in this study is the 
ability to transmit data to, and receive from, a data relay satellite. For 
high data rate, optical imaging missions, this requirement necessitates a 
directive steerable antenna. But, as shown in Section 4.2, one or two such 
antennas c=.n be accommodated by the two basic spacecraft configurations 
associated with the three candidate attitude control systems. 
LAS-DRS communication link has little influence in making the-Fhoice from 
among these systems. 

Thus, the 

In Section 2 ,  a representative, earth observation mission was 
selected. Based on LAS orbit geometry and the particular sensors chosen 
(see Section 2. 31, the LfiS pointing accuracy must be 0.1 degree and angu- 
lar rates must be less than 0.01 deg/sec. 
cepts of the preceding subsections..aloFig with Svailable hardware knowledge for 
these stabilization re.quirements, the weight and power requirements of the 
preferred systems were estimated. 

Using the control system con- 
. .  

The re.sults are shown in Table 18. 

It can be seen from Table 18 that all of these systems are comparable 
in weight and power. 
heaviest, the weight estimate includes the bearing assembly which is a sig- 
nificant part of the spacecraft structure, and so, more equitably, part of 
the. weight should be assigned to the structure rather than all to the control 
system. Thus, based on power and weight estimates and control capability, 

Although the MBS Type 1 is shown as being the 
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no clear choice is evident from among the reaction wheel system, MBS 
Type 1, and MBS Type 2. 

However, other considerations such a s  reliability, flexibility, growth 
capability, and cost may provide a basis for a selection. 

A summary of the attitude control system conclusions is presented 
in Table 19. 

TABLE 17. THREE VIABLE STABILIZATION METHODS 

Factor 

Attitude sensing 

Attitude control 
with redundancy 

Velocity (orbit) con- 
trol  with redundancy 

Fuel expulsion 

Power generation 

Momentum Bias 
System Type 1 

0 Spinning fan beam sun 

0 Spinning earth sensor 

sensor 

0 Despin bearing assem- 
bly with motor 

0 Four reaction jets o r  
four magnetic torque 
coils 

0 Nutation damper 

0 Ground command spin 
axis con!;ol 

0 Two reaction jets 

0 Ground command 

0 Centrifugal feed 

0 One solar panel 
0 One stepper motor 

0 Two sliprings 
assembly and control 

- 
Momentum Bias 
System Type 2 

0 Digital solar aspect 
ir?dicator 

0 Spinning optics for 
for earei sensing 

0 Momentum wheel 

0 Four magnetic torque 

with motor 

coils 

0 Nutation damper 

0 Ground command 
control 

0 Two reaction jets 

0 Ground command 

0 Surface tension 
device 

0 Two solar panels 
0 One stepper motor 

0 One slipring 
asnambly and control 

Reaction Wheel System 

0 Digital solar aspect 

0 Mechanically scanned 

indicator 

earth sensor 

Three small .&eels and 

0 Twelve reaction iets o r  

motors 

six magnetic t o r b e  . 
coils 

0 On-board control 

0 Two reaction jets. 

e Ground command 

0 Surface tension device 

0 Two solar psnels 
0 One stepper motor 

0 One slipring 
assembly and control 
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TABLE 18. ATTITUDE CONTROL SYSTEM COMPARISON 

Reaction 
Wheels With 

Magnetic 
Torquing 

Accuracy: Pointing e r ro r  < 0. 1 degree 
Er ro r  ra te<  0.01 deg/sec 

Reactior. 
Wheels With 

Reaction 3et-3 

Weight, 
pounds 

Power, 
watts 

50 including 
redundant 
coils 

30maximum 
24 average 

66 including 
bearing, motor , 
fuel, instruments, 
redundancy 

28 

64 (hy6razine) 
110 (N2) 

24 

MBS Type 2 
With Magnetic 

Torquing 

50 including 
redundant 
coils 

26 maximum 
22 average 

TABLE 19. ATTITUDE CONTRdL SYSTEM COMPARISON SUMMARY 

System 

I Gravity- gradient 

Magnetic torque control 
I 

Comment ' 

Do not provide adequate pointing 
capability 

Provide adequate pointing 
capability 

System weight and 'pcwer 
comparable I Reaction wheels 

MBS Type 1 

MBS Type 2 

Mass expulsion Provides adequate pointing capa- 
bility, but may use excessive fuel 

Less fuel efficient than above 
three systems 
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8. SUBSYSTEMS 

Three major spacecraft subsystems of interest in this study a re  
telemetry and Command, power, and thermal control. 
IAS-DRSS link on these subsystems is discussed below. 

The impact of the 

8 . 1  TELEMETRY AND COMMAND 

The design of the telemetry and command subsystem is influenced 
strongly by the LAS-DRSS link, principally b y  the continuous communication 
capability. 
etry data to be ser t  to the ground or  for commands to th? spacecraft. 

This implies that no LAS on-board storage is required for telem- 

Elimination of command and telemetry storage on the LAS is the 
major impact of *?e LAS-DRSS link on these two systems. 
nating storage requires near continuous command and teiemetry communi- 
cation capability. 

However, elimi- 

In Section 6.8 , a low data rate link was discussed which employed 
an omni or semi-omni antenna on the LAS and required only an earth cov- 
erage antenna on the DRS. 
antenna combination, this concept is attractive for a telemetry and command 
link because it allows continuous control of the spacecraft and ground recep- 
tion of housekeeping data without requiring any antenna pointing. 

Although the data rate must be low with such an 

In a typical command system (Figure 1!54), the output signal from 
the antenna is  coupled to the ccmmand receivers which convert the command 
carr ier  to an IF signal, amplify it, and then detect the tones by a discrimi- 
nator. A three-tone PCM-RZ command system can be used with one tone 
representing a "l", another tone indicating "O", and the third tone repre- 
senting "execute". 
demodulator/decode r s. 
receiver outputs, and the decoder being addressed locks onto whichever 
receiver has an output a t  the time a command is beicg sensed. 
addressed demodulator/decoder then decodes the command. 
mand stored in the decoder is verified via the telemetry link, an execute 
tone is sent,and the command is executed. An example of a command word 
format is shown in Figure 155. 

The audio output tones from the receivers go to the 
E2ch demodula tor/decode r time samples the 

The 
After the com- 



t -  t I.- 
I I  ... 

- 
:;,TAIW 'I COMMAND * 

IC, RECEIVER TRANSFORMER 
1 

I I  

0 
1 1  sua 

DRIVERS 

SPlNNlNG ' 
DEMODULATOR * DEMOOWTOR COMMAND 

3 SCENER 

RANGING 
SIGN4L 

b) REACTION WHEEL SYSTEM 

Figure 154. Command System Simplified Block Diagram 

Figure 155. Command Word Format 
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. .roduct ion portion of the conman4 word is a continuous 0 tone 
.. duration, folfowed'by a 2-mill; ,econd period of dead time. 
a i d r r s s  and comm 

1' 

of 1. f . 
The der; _ _  
of 0 at.d 
with L milliseconds of dead time between pvlses. After the fast tone pulse 
of the command portior, i s  sent, a 2-millisecond dead time is followed by a 
' ontinuous 1 toqe period. 
tone i s  sent, at which time a coincident p l se  occurs on a decoder output 
line. 
ous 1 tone i s  maintainez until the final execute tone. 
is followed by a contiruous 0 tone of 1. 5 seconds duration, which terminates 
the command word. 

? portions oi the word consist of a sequence 
tone pulscs. The tone pulses a r e  2 milliseconds in duration, 

The continuous 1 tone is present until the execute 

If a command is to be continued as a sequential execution, the continu- 
The last execute tone 

!6. 5 

During the continuous 0 tone introduction, the demodulator stops 
sampling *he two command receivers, locks onto one of them, and enables 
the decoder, Thc 14 tone p-dses comprising the decoder address and com- 
mand are stored by the tiecoder. 
to the demodulator to maintain iock to the receiver while the contents of the 
decoder register are being verified through telemetry data, The cclntinuous 
r) tone at the end of the command word provides for disabling of the decoder 
reg is te r and output circuitry. 

The contktous 1 tone provides a signal 

Estimates of the weight, vohlme, and power requirements are 
presented in Table 20. 

10. 8 

i,BL.E 20, COMMAND SUBSYSTEM 
WEIGHT, POWERSAND VOLVME 

Unit 

Demodulator/ decoders 
despun ( 2 )  

Deniodulator/d ecoders 
spinning (2) 

Command receivers (2 

I 
i ,Squib drivers 

(Rotary transformers 

7- 
I Tctal - 

- - 
MBS Type I Thr ee-Axis Stabilized 

Volume, ~ Weight, 

220 I 
2 0  I --- 

1110 120.5 

I___- 

Power, 
f .:s 

3. 0 

--- 

3. 2 

1.0 

-e -  

?. 2 
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8.2 THERMAL CONTROL 

The following features a re important to consideration of 
the thermal control techniques EO be used in the design of the LAS. These 
features apply both to spin-stabiiized a:id three-axis stabilized versions of 
the spacecraft. 

The low-altitude orbit is a relatively low external energy orbit. 
This means that some internal power dissipation is required to 
ma inta in acceptable temperatures . 

The large external solar a r ray  will provide a large internal 
power dissipation density. 
nal radiating areas and careful attentioiL tu internal temperature 
gradients. 

This requires relatively large exter- 

The above two features require that the primary feature of the 
overall thermal control system be based oxi either closely con- 
trolling the total amount of internal power dissipation about 
some average value or  a variable external radiating area (active 
thermal control system). 

An infrared camera with .a requirement of a space radiating 
element will have an impact on the general arrangement. 

The three-axis stabilized version arLd the nonspinning portions of 
the spin-stabilized version will have thermal gradients due to 
the cmcentration of the external solar load on one portion of the 
spacecraft. 

8 .2 .  1 Thermal Control System Selectkc- 

The low energy orbit and the high internal power dissipations are the 
primary features that must be considered in selection of a thermal control 
system. The orbit and rilission reqirirements dictate a system that provides 
enough external radiating area to maintain adequate equipment temperatures 
at maximum power levels. 
ture is  sensitive to internal power dissipation. 
sensitivity is  in the range of 0 .5"  to 1°F per watt. Therefore, large changes 
in internal power dissipation over the length of the mission are ucacceptable. 
Power'control either by thermostatheaters, a system of limiters built into 
the power system, o r  some other similar system will be required with com- 
pletely passive thermal control. 

With this system, the bulk spacecraft tempera- 
For 9 passive system, this 

Temperature Sensitivity to power 3 s  refer .-ed to here is a long-term 
overall function. 
out fairly large power changes over shcrt-term periods, such as the 90- 
minute orbit period. 
second-order perturbation on the interiial equipment temperatures. 
able erriissivity surface (active thermal control) will give a temperature 
sensitivity to intcrnal power dissipation of 0. 1" to 0. 3°F per watt on the 

The thermal capacity of the sys -em is sufficient to damp 

For the same reason, the frequent eclipses will be a 
A vari- 
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internal bulk temperature. With a n  active thermal control system, minimum 
control over internal power dissipation is required. 
control system desired should bc selected before the details of the thermal 
design arc considered. 

The type of thermal 

8. 2. 2 High Internal Power Density 

With the estcnded solar array,  the power density a\-ailabfe in the body 
of the spacecraft is on the order of twice that for a similar spin-stabilized 
body-moun$ed solar cell arrangement. With this !::rger amowit of internal 
power combined with a sun-synchronous orbit which fixes the sun on one side 
of the spacecraft, particular attention to the thermal design will be required 
in order to :educe internal temperature gradients to a minimum. Depending 
on the type of overall thermal control system selected, the design will prob- 
ably insulate the side of the spacecraft facinglthe sun to avoid external 
effects, locate the radiating a reas  on the nonsolar side, preferentially locate 
the high power dissipating equipment as close as possible to the radiating 
areas, and provide enough thermal conductioq and radiation paths to reduce 
the temperature gradients. These designs would apply both to the three- 
axis stabilized version and the despun portioEs of the spin-stabilized version. 
For  the spinning portion, the insulation requirement would be deleted. 

8. 2. 3 Infrared Camera Requiremcnts 

The selection a:.*-* -herma1 integration of ar- infrared camera is  the 
second most importan: f :  : . re to be decided after the selection of the basic 
o\zrali  thermal controi system. 
selected, there will be an  impact on the total design, Two of the candidate 
cameras require their own radration systems for the low (100°K)  tempera- 
tures required. 
a preferential locatirn or- the spacecraft where there a r e  no back loads is 
required. 
arrays,  such a location will present design difficulties because most of the 
spacecraft views either the ecrth, the sun, o r  the extended array. 

Depending on which type of camera is 

If the infrared camera with the passive radiator is selected, 

For the present spacecraft designs,both with l a r g e  extended solar 

8. 2.4 Ground Versus Automatic Control 

Ground command through the relay link may be used to provide the 
control required by either a passiv? or  active system, but the switching 
logic required in an  auto-matic system is fa i r ly  simple so that little is added 
in weight, power, or  complexity by emp1oyir.g automatic control, and fewer 
ground commands are needed. 
afforded by the LAS/DRSS link allows backup control in case of automatic 
system failure. 

However, t\e continuous control capability 

8 -5 



0 10 100 

DAYS IN Oasn 

Figure 156. Solar Array Performance 
in Orbit 

-0PlMIZID 
RIGID 
PANEL 

AIS kw 
LUcA 

yw 
1.5 4" 
LRSU, 

0 2 4 6 8 IO 12 14 I5 18 20 P 1 aS 

SFKENCY, WATTS PER POUND 
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8 . 3  POWER SYSTEM 

The power system consists of the solar array,  solar array steering 
Each of these is system, batteries, and charge-discharge controller. 

discussed briefly below. 

8. i Solar Array - 
Selection and optimization of the solar array configuration is depen- 

dent upon a number of factors which include: 

0 Orbital parameters (inclination and altitude) 

0 Spacecraft configuration and packaging constraints 

0 Environment 

0 Spacecraft power -time relationship 

0 Antenna shad ;wing 

0 Fabrication losses 

Experience has shown that reliabie solar arrays caxi be constructed. 
Figure 156 shows 2redicted and measured performance of solar panels for 
several satellites. 
shown \ Figure 157. 

Gross weight efficiency for state-of-the-art' arrays is 

8.3.2 A l a r  Array Steering System 

The solar arFay steering system must point the array so that it is 
normal to the sun's radiation. In general, this will require two gimbal axes; 
but f the LAS orbit is sun-synchronous, only one gimbal axis, normal to the 
orbit plane, is required. 
rotational motion of the earth-oriented 
.vides relative rotation of the solar panel about this axis. 

Rotation about this axis must compensate for the 
thus, the steering system pro- 

The steering control may be automatic or by ground command, 
automatic system would employ a sun sensor and simple control electronics. 
Another type of automatic system would drive the single axis (sun-synchronous 
orbit) with constant speed. 
be provided to correct for the time of year and er ror  buildup. 
ground command only would require one command every 1 5  seconds for 
1 degree pointing accuracy. 

An 

Position bias control by ground command would 
Steering by 

P3thougkr the LAS/DRSS link will allow continuous ground commanded 
steering, there appears to be little advantage gained over an on-board 
system; and an automatic system will lessen the command link requirement 
and decrease ground processing and control operations. 
capability should be provided for backup, override, and initialization. 

Ground control 
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8. 3. 3 Batteries 

Although there a r e  many different tjrpes of batteries in existence, only 
thi-ee types have been used. These a r e  nickel-cadmium (Ni-Cd), silver- 
cadmium (Ag-Cd), and silver-zinc (Ag-Zn\. 
system is based on consideration of capacity, cycle life, and availability. 

Selection of the type of battery 

With excellent cycle life, coupled zi th  good performance a t  low 
temperatures, nickel-cadmium cells a r e  hermetically sealed to prevent loss 
of electrolyte and give 
and can provide fairly high peak currents. Limitations ixxlude a low energy 
output per unit of weight and volume. 
overcharse for a fu l l  capacity input and exhibits limited charge retention. 

maintenance-free performance, a r e  easily recharged, 

In addition, the Ni-Cd cell requires an 

Silver-cadmium cells combine some of the best features of the silver- 
zinc and nickei-cadmium types - i. e., they can provide a high capacity with 
a fairly long life. These cells also exhibit a high specific-energy-to-weight 
ratio, usually one and a half to two times greater than the nickel-cadmium 
cell, and have a greater charge retention. The silver-cadmium cell can be 
discharged to greater depths than the nickel-cadmium cell, can provide 
extended shelf life in both wet and dry conditions and a flat outpct voltage, 
and is mechanically ruggea. Compared to silver-zinc, its limitations include 
lower cell voltage, lower specific energy ratio, and lack of availability. One 
significant feature of the si lver-caddum cell is that it is basically 
nonmagnetic. 

The advantage of the silver-zinc cell over Ni-Cd and Ag-Cd cells lies 
principally in its ability to provide higher specific-energy-to-weight ratios. 
In addition, the Ag-Zn cells have an extremely high rate discharge capability. 

Some parametric data on silver-cadmium batteries is presented in 
Figures 158 through 161. 

8. 3.4 Charge-Discharpe Controller 

The charge-discharge controller regulates &e use of the solar a r ray  
and batteries. WI en the solar array is exposed to the sun's energy, a por- 
tion of the solar array power is used to charge the batteries, and the rest  is 
available for the required load. When the sun is eclipsed by the earth, the 
drop in solar array power is detected and the batteries discharge, supplying 
pow2.r to  the load. As the LAS re-enters the sunshine, the rise in solar 
array power is detected and the batteries a r e  charged. This controller can 
be simple and completely automatic. 
override. 

Ground control is necessary only for 
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9. CONFIGURATION 

The principal factors in LAS configuration design a r e  antenna 
mounting and pointing requirements, solar a r ray  size, method of stabiliza- 
tion, and shroud limitations. In Section 2. 3, a representative LAS payload 
was selected; and in Sec .ion 2.4, it was estimated that this 2ayload could be 
supporter: by a spacecraft of a weight well within the capability of the 2.- D r -  
Delta booster. The shroud for this booster, shown in Figure 5, was taken 
as a basis for packaging design with the accompanying configuration conse- 
quences. One of these consequences is that the antenna(s) should be a 
square planar array(s),  and t k t  its side dimension must be limited to about 
36 inches if it must be stowed between the spacecraft body and the shroud. 

It was also estimated in Section 2.4 that the spacecraft requires 
approximately 350 watts of power. 
a 35 percent eclipse time (Figure 9), the solar array must be capable of 
supplying 54G watts. 
require 65 percent or 350 watts, while 35 percent or  190 watts is used to 
charge batteries. 

Assuming a sun synchronous orbit with 

When exposed to the sun, the spacecraft systems wil l  

During eclipse, the 350 watts is taken from the batteries. 

The two furrdamental stabilization configurations correspond to the 
MElS Type 1 and the three-axis methods, where, for this discussion, the 
latter includes the MBS Type 2. It w a s  shown in Section 4.2 that both of 
these configurations can accommodate one or two antennas and a solar 
array. In that subsection, two mounting methods were also discussed - 
body mounting and solar panel mounting. 
antennas depends on the requirement for data continuity. 
Section 4. 2, if no interruptions can be tolerated, two aritennas must be used; 
whereas, orrly one is needed if two brief interruptions per orbit a r e  allowed. 
Thus, there a r e  three remaining choices influencing the configutation, a s  
follows: 

The decision between one or two 
As discussed in 

l j  Number of antennas One or two 

2 )  Mounting method Body-mounted or solar-panel 
mounted 

3) Stabilizatidn MBS Type 1 o r  three-axis 
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All combinations yield eight difr'zrent configuration and packaging 
concepts. In Section 4.8, solar panel mounting was not recommended, 
which leaves the foliowing foui combinations: 

1 )  Two bodv-mounted antennas on an M33S Type 1 

2 )  Two body-mounted antennas on a three-axis stabilized LAS 

3)  One body-mounted antenna on an MBS Type 1 

4) One body-mounted antenna on a three-;xis stabilized LAS 

Configurations corresponding to combinations 1, 2,and 3, along with 
their packaging dcsigns, f u r  a 37-degree sun-synchronous orbit, a r e  shown 
in Figures 162 through 164. 
ure 163, where instead of two antetxas, one would be mounted on the side 
facing away from the earth, i. e. , outward from the plane of the drawing. 
Figure 165 indicates how two antennas might be mounted on the solar panels 
of a three-axis stabJized spacecraft. (Not.? the different shape of the solar 
arrays. ! In Figure 163, the solar arrays extend relatively far from the 
spacecraft, whereas, in Figure 165, their long dimension is parallel to the 
orbit plane, allowing short feed lines to the antennas. 

Combination 4 can be visualized from Fig-  

These figures a r e  only for illustrative purposes to show the basic 
configuration concepts that a r e  consistent with the packaging constraints and 
power requirements. 
requires specific knowledge of payload, power, thermal, and communication 
requirements. 

More accurate and detailed configuration design 
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10. CONCLUSLONS AND RECOMMENDATIONS 

The conclusions and recommendations presented here can be found 

They have been either briefly summarized or  lifted word-for- 
within the preceding sections of this report, accompanied by analysis and 
discussion. 
word for presentation here. 
appearance. 

The topics are treated in order of their 

10.1 MISSION, SEKSORS, AND DATA BASEBAND 

Earth observation has been selected as a representative mission for 
LAS-DRSS considerations because it is an important LAS application and 
provides the most stringent requirement on the LAS/DRSS system. A typi- 
cal payload consisting of a four-spectral band scanning camerqremote 
interrogation package, and radar scatterometer will reqaire a baseband of 
approximately 6 MHz. A spacecraft supporting this payload is within the 
capability of the Thor-Delta booster. Future ea r th  observation payloads 
may have basebands of 20 o r  30 Ad&, o r  even larger. 

IG. 2 LAS-DRSS VISIBILITY 

For  a DRSS consisting of two relay satellites and a single ground 
station, ground antenna elevation angles are small and accurate station- 
keeping will be required. 
an LAS from a single DRS will be 56 to 64 percent, corresponding to LAS 
altit-Jdes from 200 to 700 n. mi. , respectively. 

The minimum percentage of visibility per orbit ot 
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10.3 ANTENNA POINTING 

Uninterr apted data require two antennas. but with allowable 
interruptions a single antenna may be used. Based on the discussion 
of Sections 4.2 and 4.3, the following recommendations a re  made for 
these cases. 

Two Antennas - Continuous Data 

LAS Orbit Inclination Between 75 and 105 Degrees 

The antennas should be mounted on extensions outward from the 
earth-oriented body in opposite directions along the axis coinciding with the 
velocity vc ctor. 

ures 63 and 64. 

These antennas should have two- gimbal steering systems 
. with the primary axes in the LAS orbit plane oriented as shown in Fig- 

LAS Orbit Inclination Less Than 75 Degrees and Greater Than 
105 Degrees 

The aounting should be the same as above, but the primary gimbal axes 
should be normal to the LAS orbit plane. 

One Antenna - Interrupted Data 

LAS Orbit Inclination Between 75 and 105 Degrees 

The antenna should be mounted on an extension outward from the 
side of the spacecraft which faces away from the earth. The antenna should 
have three gimbal axes with the inertial axis (the one rigidly attached to the 
body-fixed extension) controlled by the solar panel steering system such 
that the primary axis remains normal to the sun vector. 

LAS Orbit Inclination Less Than 75 Degrees and Greater Tnan 

The mounting should be the same as above, but a two-gimbal 
. 105 Degrees 

system can now be used with the primary axis normal to the.orbit plane. 
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10.4 ANTENNAS 

There are two fundamental antenna concepts: the elect-onically 
steered and the mechanically steered antenna. Because of ?he large required 
angular motion of the antenna, a mechanically steered arr-.y is recommencied. 
For  high gains, the saving in weight and power is considerable. 

Four candidate antenna types for LAS application include the planar 
array,  helical array, paraboloidal reflector, and rectangular horn. 

Selection of one of these types involves a number of factors listed 
below: 

0 Shroud and packaging limitations 

0 Antenna size and shape 

0 Weight 

0 Gimbal and steering problems 

Figure 116 allows a very crude comparison of size for a 15 GHz 
design frequency. 
From these four figures it can be seen that for every value of gain there is 
at least one antenna type which weighs iess than a horn antenna. Thus, this 
antenna looks unfavorable on the basis of weight comparison. Also notice 
from these figures that,for every value of gain, either a helical a r ray  o r  
parabolic reflector weighs less than a planar array,  except for the tower 
frequencies. Figure 118 indicates that for 2.25 GHz there is a range of 
gain in the vicinity of 30 dB where the planar a r ray  weighs the least. 

Figurz I 1 8  shows a weight comparison for each frequency. 

For  design frequencies above 15 GHz, all antennas except the horn 
weigh less than 7 pounds for gains less than 40 dB, and this holds true at 
8 GHz for gains less than 36 dB. Thus, for most applications, packaging 
considerations will influence the choice from among these. antennas. 

If a significant portion of the spacecraft has one o r  more flat exterior 
surfaces, the planar a r ray  is favored because it may be packaged within the 
booster shroud against the flat surface. If the stowed spacecraft structure 
can more easily accommodate volume rather than area, then either the heli- 
cal array or parabolic reflector may be the best choice. For in s t axe ,  the 
open conical structure of the Nimbus satellite can more easily accommodate a 
helical array than a p1anr.r array for a range of antenna gain.' Figure 116 
indicates that the helical a r ray  length and diagonal is less than the planar 
a r ray  side for gains less than 40 dB. 

There are no obvious gimbaling or.steering problems with any of the 
antennas about which 'general statements can be made. 
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Thus, from among the planar array,  helical array,  and parabolic 
reflector, for X-band frequencies and higher, the choice will depend mainly 
on the spacecraft structure and configuration and booster shroud limitations. 
For  instance, for the Thor-Delta shroud shown in Figure 5, if the spacecraft 
has a box shape, a rigid, nonfoldable, square planar a r ray  must have a side 
dimension of less than about 36 inches if it is packaged between the space- 
craft and shroud. 

IO. 5 COMMUNICATIONS 

The resclts of study in this area are not conclusions but, rather, 
parametric data from which trends can be noted and which may serve as a 
basis for communication system design. To evaluate the effect of carrier 

. frequency variation, four representative frequencies w e r e  chosen to use in 
the analysis, These are 2.25, 8 ,  15.3, and 35 GHz. Frequency division 
multiplex/frequency mociufation (FDM/FM) analysis combined with the range 
equation yielded the curves shown in Figure 123. 

The information contained in Figure 123 is sufficient to trade off the 
major parameters in the LAS-DRS broad-band link. These basic curves can 
be easily modified to reflect other parameter spreads that may be suggested 
by possible hardware availability. A most important aspect of these curves 
is their use in indicating trends. Such an application resulted in the data con- 
tained in Tables 21 and 22. 

Table 21 was constructed by collecting the peripheral parameters 
This point is indicated on surrounding a nominal system operatin point. 

Figure 123 and is the intersection of CjN = 10 dB and TT/N* = 30 dB. The 
values of C/N and TT/N' are of practical interest since they reflect param- 
eters that might be applied to a possible multispectral camera. In Table 21 
it was assumed also that the DRS antenna gain was constant at 40 dB. This 
infers a reduction in antenna size with increasing frequency, which is to be 
expected for structural reasons. 

For  comp: rison, in Table 22, the DRS antenna was assumed to be 
30 feet in diameter for all frequencies. 
from 43.4 d33 at 2.2 GHz to 60.0 dB at 15.3 GHz. It is important to note that 
the required LAS power shown in Table21 isvirtually independent of carr ier  
frequency for each baseband. In Table 22, however, the required LAS power 
is reduced in prcportion to the increased gain of the DRS antenna. It can be 
expected that the actual tradeoff system parameters will be bracketed by the 
values shown in Tables 21 and 22. 

The DRS antenna gain thus varied 

The use of a broad coverage DRS antenna and an omnidirectional 
antenna on the LAS would allow a communication link that would be indepen- 
dent of a critical antenna pointing requirement. The geometry is shown in 
Figure 125. As expected, however, the reduction in antenna gain requires 
a compensatory increase in transmitter power and/or a reduction in informa- 
tion rate. 
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. 

Baseband, 
MHz 

TABLE 21. SU-Y OF M - D R S  LINK 
FDM/FM MOD3 JATION 

(DRS Antenna Gain Assumed Constant at 40 dB)* 

IF 
Bandwidth, 

MXz 

16.5 

33.0 

66.0 

131.0 

196.0. 

DRS 
Antenna 
Gain, 

dB 

40 

40 
* .  

40 

40 

'4 0 

Carrier 
Frequency, 
CHz 

2.2 

8.0 

15.3 

2.2 

8.0 

.. 15.3 

2.2 

8.0 

15.3 

2.2 

8.0 

15.3 

2.2 

8.0 

15.3 

- 
LAS 
ZIRP, 
dBw 

36.0 

48.0 

54.5 

39.0 

51 .O 

57.5 

42.0 

54.0 

60.5 

45.0 

57.0 

63.5 

47.0 

59.0 

65.5 

- 

- 

3 foot 
btenna 
Gain, 

dB 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 

23.5 

35.0 

41.0 

Required 
r ransmis - 

s ion 
Power, 

dBw 

2.5 

13.0 

13.5 

15.5 

16.0 

16.5 

18.5 

19.0 

19.5 

21.5 

22.0 ' 

22.5 

23.5 

24.0 

.24.5 

ro: Higher DRS gain (lower LAS EIRP) potential at higher frequencies. 
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Base band, 
MHz 

2.5 

5.0 

10.0 

20.0 

30.0 

TABLE 22. SUM&fARY OF LAS-DRS LINK 
FDM/FM MODULATION 

(Varying DRS Antenna Gain)* 

IF 
Bandwidth, 

MHz 

16.5 

33.0 

66.0 

131.0 

196.0 

DRS 
Antenna 
Gain, 

dB 

43.5 

54.5 

60.0 

43; 5 

54.5 

60 .O 

43.5 

54.5 

*60.0 

43.5 

54; 5 

60.0 

43.5 

54.5 

60.0 

~~~ - 

Carr ie r  
Frequency, 

GHZ 

2.2 

8.0 

15.3 

2.2 

8.0 

15.3 

2.2 

8.0 

15.3 

2.2 

8.0 

15.3 

. 2.2 

8.0 

15.3 

LAS 
EIRP, 
dBw 

32.5 

33.5 

34; 5 

35.5 

36.5 

37.5 

38.5 

39.5 

40.5 

41.5 

42.5 

- 

43,5 

43.5 

44.5 

45.5 

3 foot 
Antenna 
Gain, 

dB 

23.5 

35.0 

41.0 

2 3 ..5 

35.0 

41.0 

23.5 

35.0 

41.0 

23.5 

'35.0 . 

4l.@ 

23.5 

35.9 

41.0 

Required 
r ransmis - 

s ion 
Power, 

dBw 

9.0 

-1.5 

-6.5 

12.0 

1.5 

-3.5 

15.0 

4.5 

-0.5 

18.0 

* 7.5 

2.5 

20.0 

0.5 

4.5 

* 
Assumes a 30-foot diameter parabolic reflector with a 50 percent 
efficiency. 
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Figure 126a shows the DRS EXRP and the DRS transmitter power as a 
function of LQS predetection bandwidth. 
assumed at the carr ier  frequencies of 2.2, 8.0, and 15.3 GHz. 
Figure 126a, it is evident that a DRS transmitter power of 10 watts at 2.2 GHz 
is required for an LAS predetection bandwidth of 100 Hz. 
rate for this bandwidth 

A nominal C/N ratio of 10 dB i s  
From 

The information 
of the order of 100 bits/sec. 

Figure.126b shows LAS EIRP and U S  transmitter power a s  a function 
of DRS predetection bandwidth. It i s  assumed also that the signal-to-noise 
ratio is 10 dB at carr ier  frequencies of 2.2, 8. 0, and 15.3 GHz. The DRS 
system noise temperatures relative to those of the LAS show the effect of 
the earth's 300'K blackbody temperature. In this case, transmission of 
500 bits/sec of telemetry data would require an LAS transmitter power of 
approximately 100 watts. 

thai the use of a broad coverage link is restricted to low data rate informa- 
tion, telemetry, and command. 

From the information contained in Figure 126, it can be concluded 

10.6 ATTITUDE CONTROL 

It was shown in Sectisns 7.4 and 7. 5 that for the anticipated 
disturbance torques on a representa€ive LAS, both gravity-gradient and 
magnetic torque control lack sufficient pointing capability for optical imag- 
ing missions. A mass expulsion system will provide the required pointing 
accuracy, but for conventional systems with lower limits on thrust impulse, 
the stringent pointing requirements of advanced missions will result in 
excessive use of fuel. 

A mass expulsion system must use propellant to compensate for both 
secular (spacecraft-fixed) and cyclical disturbance torques, which makes this 
system innately less fuel-t+ficient than the three remaining systems. 

These three systems - reactionwheels, MBS Type 1, and MBS 
Type 2 - a r e  dual-mode systems. The reaction wheel system requires, 
in addition to the reaction wheels, a torque-producing system to reduce 
the angular momentum of the wheels when it becomes too large. 
MBS Type 1 and MBS Type 2 systems a r e  dual-spin systems and 
require a torque-producing system to orient the spin a x i s .  
magnetic torque o r  mass expulsion systems may be employed for these 
secondary functions. If mass expulsior. is used, then the primary system 
is sized so that correction torques from the mass expulsion system 
occur less often than once an orbit and, hence, compensate €or only the 
secular disturbance torques. 
above three systems. 

The 

Either 

Table 17 presents the components for the 
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The basic LAS reqsirement under consideration in this study is the 
ability to trar-sxnit data to, and re'ceive from, a data relay satellite. For 
high data rate, optical imaging missions, this requirement necessitates a 
directive steerable antenna. But, as shown in Section 4.2, one or  two such 
antennas can be accomrAodated by the two basic spacecraft configurations 
associated with the three candidate attitude control systems. Thus, the 
LAS-DRS communication link has little influence in making the choice from 
among these systems. 

In Section 2, a representative, earth observation missioxl was selec- 
ted. Based on IAS orbit geometry and the particular sensors chosen (see 
Section 2.3), the U S  pointing accuracy must be 0. I degree and angular rates 
must be less than 0.01 deg/sec. Using the control system concepts of the 
preceding subsections along with available hardware knowledge for these 
stabilization requirements, the weight and power requirements of the pre- 
ferred systems were estimated. The results a re  shown in Table 23. 

It can be seen from Table 23 that all of these systems a re  comparable 
in weight and power. Although the MBS Type I system is shown a s  being the 
heaviest, the weight estimate includes the bearing assembly whjch is a sig- 
nificant part of the spacecraft structure, and so, more equitably, part of 
this weight should be assigned to the structure rather than all to the control 
system. Thus, based on power and weight estimates and ccntrol capability, 
no clear choice is evident from among the reaction wheel system, and the 
MBS Type 1 and MBS Type 2 systems. 

However, other considerations such as reliability, flexibility, 
growth capability, and cost may provide a basis for a selection. 

A summary of attitude control system conclusions is presented in 
Table 24. 

IO. 7 SUBSYSTEMS 

Three major spacecraft subsystems of interest in this study a r e  
telemetry and command, power, and thermal control. Of these three, the 
telemetry and command subsystem is most obviously affected 5v the LAS- 
DRSS ccmmunication link, for that link eliminates the need for LAS on-board 
storage of data or  commands. The, link makes possible continuous ground 

. control of the powelr and thermal control systems, but there appears to be 
no general advantage to such control. Specific I& payload and configuration 
requirements may dictate otherwise in special cases; but, in general, on-board 
control is preferable. However, backup, override, and initialization contr 31 
of these systems by ground command through the relay link is recommended. 
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TABLE-23. ATTITUDE CONTROL SYSTEM COMPARXSON 

Reaction 
Wheels With 

Magnetic 
Torquing 

Weight, 
pounds 

h4BS Type 2 
Reaction With 

Wheels With *Magnetic 
Reaction Jets Torquing 

Power, 
watt s 

Accuracy: Pointing e r ro r  < 0. 1 degree 
Error rate< 0.01 deg/sec 

MBS Type I 

66 includiqg 
bearing, motor, 
fuel, instrun .. 
redundancy 

28 

50 including 
redundant 
coils 

30 maximum 
24 average 

64 (hydrazine) 
110 042) 

24 

40 including 
redundant 
coils 

26 maximum 
22 average 

TABLE 24. ATTITUDE CONTROL SYSTEM COMPARISON SUMMARY 

System Comment 

I Gravity gradient 

Magnetic torque control 

Reaction wheels 

+S Typs 1 

MBS Type 2 

Mass expulsion 

Do not provide adequate pointing 
capability 

Provide adequate pointing 
capability 

System weight and power 
comparable 

Provides adequate pointing capa- 
bility, but may use excessive fuel 

Less  fuci efficient than above 
three systems 

_c 
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10.8 CONFIGURATION 

The two fundamental stabilization configurations correspond to the 
MBS Type 1.andthe three-axis methods, where, for this discussion, the latter 
includes the MBS Type 2. 
configurations can accommodate one or two antennas and a solar array. In 
that subsection, two mounting methods were also discussed - body mounting 
and solar panel mounting. The decision between one or  two antennas depends 
on the requirement for data continuity. A s  discussed in Section 4.2, if no 
interruptions can be tolerated, two antennas must be used; whereas, only 
one is needed if two brief interruptions per orbit are allowed. 
are three choices influencing the configuration as follows: 

It was  shown in Sectioti 4.2 that bot). of these 

Thus, there 

1) kmber of antennas One or two 

2) Mounting method Body-mounted o r  solar-panel 
maunted 

3) Stabilizatioq MBS Type 1 o r  three-axis 

A ?’ combinations yield eight different configuration and packaging 
concepts. In Section 4.8 solar panel molrnting was not recomrnended, which 
leaves the following four combinations: 

1) Two body-mounted anterinas on an MBS Type 1 

2) Two body-mounted antennas on a three-axis stabilized LAS 

3) One body-mounted antenna on an MBS Type 1 

4) 

Based xpon the Delta shrorii l’initations and a requirement for a 
540 watt solar a r ray ,  configurations carresponding to combinations 1, 2, and 3, 
along with their packaging designs, for a 37-degree sun synchronous orbit, 
are shown in Figures 162 through 164. 
nas inight be mounted on the solar panels of a three-axis stabilized spacecraft. 

One body-mounted arAenna on a three-axis stabilized LAS 

Figure 155 indicater how two anten- 

These figures are only for illustrative purposes to show the basic con- 
figuration concepts that are consistent with the packaging constraints and 

requires specific knowledge of payload, power, thermal, and communication 
requirements. 

. power requirements. More accurate and detai1e.d configtlration design 

10-10 



GLOSSARY 

LAS Low altitude satellite 

. DRS Data relay satellite 

DRSS Data relay satellite system 

LOS Lhe of sight 

Changeover Process of steering a directive antenna from one DhS 
toward another 

Primary Antenna gimbal a x i s  which orients secondary gimbal 
gimbal axis a x J S  

Secondary 
gimbal axis 

Gimbal axis fixed rigidly to antenna 

Inertial (third) Gimbal axis which is fixed to spacecraft structure and 
gimbal axis . orients primary gimbal axis 

Orbit Sphere defined by rotating a circular earth orbit in 
sphere all directions 
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APPENDIX I. SOLAR RADIATION FORCES 

I- 1. INTRODUCTION 

The electromagnetic energy radiated from the sun imposes a force 
on an intercepting surface. 
relationships required to determine the force acting on a body due to khis 
radiation. 

The following analysis develops the fundamental 
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I-2. ANALYSIS 

Solar Pressure 

The solar constant near the earth is  the rate at which energy is 
received at a unit surface. 
cxperimentersl. 
energy rate defined as the flux. 
cm2-min. 
both leading to the same result. 
kinetic energy of photons with cumulative mass, 2m, so that 

This number has been measured by several 
This quantity may be considered ae a flux density with 

The value of this constant1 is S = 1.95 cal/ 
The energy Cue to this radiation can be interpreted in two ways, 

First, consider the energy to be due to the 

2 E = energy = m c  

where c is the speed of light = 3 x lo8 m/sec, which is the speed of the 
photons. 
m is the mass equivalent of the energy E, 
is given by 

This same result is obtained from Einstein's relationship, where 
Then an equivalent momentum 

E M = - = m c  
C 

Now as mentioned above, 

s = dE dt per miit area 

To determine the force on a totally absorbing unit area surface, or in other 
words the solar pressure constant P, Newton's law can be used, i. e., force 
is proportionaf to rate of change of momenturri 

P =  - dM per unit area 
dt 

= (g) 2er u-tit area dt c .. 

- - -  I dE Der unit area - c d t  . 

1A. 3. Drummond, et al., 'The Eppley JFL Solar Constant Measurement 
Experiment, I t  XVII International Astronautical Congress Proceedings, 
MadriA, 1966. 
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Thus, 

cal 
2 cm - m  

= 1 .083  x lo-'' 1 . 9 5  

(3 x lo8) (60) 
P =  

= (4 .186  lo7) ( 1 0 ~ )  ( 1 . 0 8 3  

dyne - c m  
3 = 4 5 . 3  

m 

d e  -5 dyne 
2 m c m  

= 0 ,453  --y+ = 4 . 5 3  x 10 

= 9 . 4 8  x lb/ftz (1 1 

Incident Radiation . 

For an arbitrary orientationof a surface element dA with unit normal 
K to the radiation direction unit vector 7, the intercepted energy rate is 

where e is the angle between ii and 7. The force on the surface element 
may be separated into two components: one normal to the surface and a 
shear force tangential to the surface. For completely absorbed radiation, 
i. e. , the incident radiation 

2 = P cos e dA Fnl 

= P cos 0 sin 8 dA Fsl 

These relationships follow from Equation 2 and the geometry of Figure 1-1. 
It will be more convenient to.deal with pressure in the subsequent analysis, 
so define 

. 

2 , - =  - Fnl P c o s  e 
pnl dA 

= - -  F~~ - P cos e sin 8 
pS1 dA 
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Figure I- 1. Radiation-Surface 
Geometry 

Figure 1-2. Cosine Law Diffusion 
Pattern 

Figure 1.3. Pressure Geometry 
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Three things can happen to this incident radiant energy: 1)  it can be 
reflected, 2) it can be absorbed, and 3) the energy can be internally trans- 
mitted away from the surface element But by continui+y, 

r t a t t = l  ( 5 )  

where. 

r = reflectivity 

a = absorptivity 

t = transmissivity 

Reflected Radiation 

Reflected radiation may be either c?ecular or  diffuse. Specular 
reflection refers to. reflection obeying Snell's 13.w of optics that the angle 
of incidence and angle of departure a r e  the same. 
radiation is that energy which is spread in some pattee-? over all directions 
from the surface. 
is the cosine law, i. e., that the intensity of diffused radiaCm from a point 
on the surface varies from the normal at that point as .the coks:ne of the angle, 
but that the radiation is symmetric with respect to the normal. This inten- 
sity pattern is illustrated in Figure 1-2 where a cross section 01 the sym- 
metrical three-dimensional pattern is shown and where the length, of the 
vectors are proportional to the intensity. 

'Xffusely reflected 

The most common model of the diffucr -d radiation pattern 

The relative amounts of specular and diffuse reflection a r e  a frqction 
of the surface properties of the materia1,and so a characteristic of the 
material called the diffusivity is defined by 

specularly reflected radiation 
total reflected radiation d = diffusivity = 

Specular Reflection 

The pressure due to specular reflection can be decomposed into its 
normal and shear components. From Figure 1-3 it can be seen that 

. =  r d P c o s Z 9  pn2 

Ps2 = -rd P cos 8 sin 8 

(7) 

( 8 )  
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Figure 1-4. Element of Hemispheric& 
Surface 
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Diffuse Reflection 

Due to the postulated mod& of diffuse reflection with a symmetric 
pattern about the s k f a c e  normal, the pressure and force due to this radiated 
energy is normal to the surface. 
Figure 1-4 where a surface element cf a hemisphere is shown. If the radia- 
tion flux intensity directed away from 0 is proportional to a function I(a), 
then the pressure normal to the surface can be expressed as  

To determine the pressure,c,onsider 

pn3 = r(1 -d) P cos 6 I[I(afl dA normal to surface ( 9) 

where, by continuity, I(a) must be normalized such that 

JI(a)dA = 1 (10) 

where the integration is the over surface of the unit hemisphere. 
used here for diffuse reflection is the cosinc law, i. e., 

The model 

I(@) = k cos a 

Then with dA = sina dad9, Equation 10 becomes 

- 
12: j2 k cos a sin a dad9 = klr = 1 

0 0 

or  

Substituting this value into Equation 11 and Equation 11 into 9 and noting that 

= I(a) coscy fI(a'1 normal 

lr 

2n 1 ., 2. 
Pi3 = r (1-d)P cos 8 J .;;cos a sin adad9 

- 0  

2 
3 '  -= - r(l -d) P cos 8 
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Absorbed Radiation 

The radiation of concern here is that which is absorbed but not 
The effect of such energy absorption is to raise the transmitted away. 

temperature of the SurPace, but if it is assumed that the mrface is in equi- 
librium and that the temperature has been stabilized, then this energy must 
be re-radiated. 
diffuse radiation pattern identical to that of diffuse reflection. 
the previous discussion, the pressure is normal to the surface and given by 

Furthermore, it is assumed that this re-emission has a 
Then, as in 

2 
3 Pn4 = - a P  cos 8 

Combination of Effects 

The expressions for the normal and shear pressures a r e  merely the 
Thus, from Equations 3, 4, 7,  s u m  of the corresponding previous results. 

8,  12, and 13, 

= P COS 2 8 -t r d P  COS 2 8 + T r ( l - d )  2 P cos 9 + $ a P  cos e 

(14) 
2 = P(cos2 0 ( l t r d )  t 7 cos8 fr(1-d) + a]) 

Ps = PSI + Ps2 = P cos 8 sin 8 - rdP cos 8 s in  8 

= (1 -rd) P cos 9 s,in 8 (15) 

Now, if t\e surface is well insulated and in equilibrium, &eo at each surface 
element very little energy wil l  be transmitted away, i. e. , t ss 0. 

Assuming t = 0, from qua t ion  5 

a =  1-r 

and Equation 14 becomes 

2 Pn = P (cos 8 ( l+rd)  t 7 cos 9 (1-rd)) 



Suppxe, however, that it is assumed that all incident energy is either 
reflected or transmitted away, i. e.,  that none is absorbed and re-emitted. 
Then, 

a = O  t ;rt 0 and t = 1-r 

(17) 2 Pn = P (COS 8 ( l t r d )  t cos 8 [ r  (1-d)]) 

What actually occurs. lies somewhere between these two extr'emes, 
It is difficult to measure the absorptivity in addition to 

Thus, in order to eliminate the absorptivity 
i. e. , a ;r? 0, t # 0. 
the reflectivity and diffusity. 
from Equation 14, a s  was done above in Equations 16 and 17 with rather 
dubious assumptions, define new parameters - the effective reflectivity, R, 
and the effective C;ffusivity, D, by 

R t t = l  or R = r t a  

and 

specularly reflected radiation 
total reflected and re-emitted radiation = 

These a r e  more practical definitions for which the parameters a r e  more 
amenable to experimental d ?termination, because in laboratory measure- 
ments it is difficult to separate reflected radiation from re-emitted 
radiation. 

Following the analysi- above, it can be seen that these definitions 
have the effect of making a-3 in Equation 14 and replacing r by R and d by D, 
so that 

P = P ((1tRD) cos' 8 t g R (1-D) cos 8 ) .  (20) 
2 

n 

The above analysis is  summarized in block diagram form in Figure 1-5. 



Figure I- 5. Solar Radiation Pr e 8 sur e 
Computation Flow 
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Vector Algebra 

The above analysis cod6 have been performed using vector algebra, 

However, from the expres- 
but since the geometry is relatively simple it was felt that the above 
approach provides the most lucid development. 
sions in Equations 20 and 21 and Figure 1-1, the conversion td vector . 

algebra is readily apparent, Since 7 and Ti are unit vectors, 

- -  
cos8 = v a n 

and since 
'toward the sup, 

is directed outward and likewise '$ is directed outward but 

n o s e  I- 2 

And so the correct .d.rections for the two pressure components are given by 

(22) 
- 
Ps = (1-RD) P (T . K) [(z x ;;if 

Forces and Torques 

The forces on a surface A are  given by 

F n = i P n d A  

A 

. And the torque about a point 0 i.s given by 

T = 'sr x dFn + x dFs 
A 

where y . i a  the vector distance from 0 to the surface element dA. 



APPENDIX 11. COMMUNICATION SYSTEM 
TECHNICAL ANALYSIS 

This appendix contains the detailed analyses which serve as a basis 
for the concfusions of Section 6. 

I][-1. ANALYSIS OF FDM/FM SYSTEM 

The carrier-to-noise ratio (C/N)= in the carrier predetection band- 
width BE is 

where qc is the noise power spectral density in the carrier predetection 
bandwidth. Lines of constant (C/N)= are plotted in Figure II-1. 

Figure II-1. Lines of Constant 
Carrier-to-Noise Ratio 

The TT-'to- oise ratio in 'the i* channel at the output of the carrier FM demodulator is If: 

See Equation 59. 1 
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2 where 

3 3 2 3 
) = 6Afi(fi) i 2(Afi) cfube - f l b e  (3) 

and 

(4) - fube - f l b e  
.Mi - 2 

If half the ith channel bandwidth is much less  than the ith subcarrier fre- 
quency, the following approximatLon can be used3 

tube3 - 6Afi(fi) 2 * Afi << fi 

The exact expression, Equation 4, will be used here because 
Afi << fi does not hold for the lower subcarriera, 

Define 

3 3 - 
Ki - fube - f l b e  

From Equations 3 and 6 

2 3 Ki = 4Afi(fi) + 2(Afi) 

From Equations 2 and 6,the TT-to-noise ratio in the i* -el is 

(7)  

- 
2See Equation 61. 
3See Equation 62. 
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and the FM improvemgnt in &e i* channel is 

OE rearranging Epatim 8 and substituting Equation 1, 

l’he above .-elation fixes the required peak carrier deviation due to 
each subcarrier, Af .. as a function of: 

C l  

(g)i = required TT-to-noise ratio in ith channel at output of carrier 
demodulator (this is function of subcarrier demodulator) 

Ki 

‘1, carrier predetection bandwidth 

Using Carson’s Rule to determine the predetection bandwidth %s 

= function of location and width of i* channel 

- = ratio af carrier powet zvailable to noise spectral density i n  

4 

where Af 
frequencp From Equation 11, 

is the peak carrier deviation and fm is the highest modulating 

*IF Af = - - . f  
CP- 2 m 

‘This rule of thumb ensures that distortion of the signal because loss of 
sidebanas outside BIF is negligible. 



Since the modulating subc r r i e r s  a r e  assumed sinusoidal, the rrns deviation 
of the carr ier  due to the i' subcarrier is 

Afci = -  a rms  &c i 

and the carr ier  rms  deviation is the root-sum-square of the rms. deviations 
due to the individual subcarriers: 

Combining Equations 13 and 14: 

= J 2 (Afci) 2 

rms  i=1 AfC 

Define a peaking factor P which relates peak to rms values for the 
n subcarriers: 5 

Combining Equations 17 and 10: 

'Section II-5 discusses peaking factors. 
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and making the TT-to-noise ratio. identical in all channels: 

n 

i=l  

Combining Equations 12 and 19: 

Expanding the left side of Equation 20: 

Example: 25 100-kHz Channels 

Assume LAS sensor data artiizrthe form of 25 100-kHz wide 
channels. 
and lower band edges. 

Guard bands of 10 kHz are included within the 100 lcHz at uppet 
The total baseband is 2.5-MHe wide and is shown 

in Figure SI-2. 

. .  

Figure 11-2. Possible Baseband for Data From LAS 



A baseband consisting of n channels results, each one of which will be 
represented by a test tone a t  frequency f. which is centered in the channel 
of bandwidth 2Afr The highest basebandfrequency is then 

f = fn t Afn m 

Using Equations 22 and 7 in 21, and multiplying through by 1: 

n 

BIF 2 -4( fn t  Afn)BIFt4(fn+Afn)' = $ P 2 ( ~ ~ ~  [bAfi(fiI2 t2(Afi) 3] (23) 
i= 1 

The above equation is used to determine the fines of constant (TT/N') 
For a given value of (TT/N'), and for a given set of sub- 

channels (n, f. and&. for i= 1, 2, 3, . . . n), and an assumed peaking 
in Figure 123. 

there is a rdlationship between BIF and C/qc. 

For this example, the data-bearing portion of each channel is 

B = charnel bandwidth - guard bands 

B = 1 0 0 - 2 x 1 0  = 80kHz 
. .  

The half-channel bandwidth is 

B 
2 Afi = - = 4 0 k H z f o r a l l  i 

The TTs are at the center of the channels and are given by 
. 

f. = (i - 0. 5 )  (lOOkHz), i = i, 2,. 3 ... n 
1 .  

where 

n = 25 

6see Section 11-5. 
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Now 

can be calculated for use 

By computer, it is 

Also, 

n 1 [6Af,(fil2 t Z(llf.13] L .  

i= 1 

in Equation 23 by using Equations 26, 27, - a d  28. 

khi(fi)' + 2{MiI3] = 1. 24982 x 10 19 
Ld 
i= 1 

6 = 2,'45. x 10 fn 

(29)  

and 

(31) 4 Af,. .= 4. 0 x 1.0 

Since n = 25, the statistically calculated peaking factor of 10 dB can be used 
(see Sectiori U-5). 

P = 10dB = 3.162 (3 2) 

This value was dlosen so that the actual voltage (i. e., s u m  of all the sub- 
carr iers)  would exceed the calculated voltage more than 0.1 percent of the 
time but less than 1.0 percent of the t h e .  

Solvirrg Equation 23 using 3quations '29 through 32 for (TT/N* )i of 
20, 30, and 40 dB, p-p/rms yields the curves of Figure 123a. 



Figures 123b through e a r e  similar to Figure 123a except that base- 
t;;nds of 5 ,  10, 2 9  and 30 MHz were assumed. 
in Table II-1. 

Figure 123 is summarized 

TABLEKI-1. SUMMARY OF VALUES USED 
IN FIGURE 123 

Figure 

123a 

123b 

123c 

f 23d 

123e 

Number of 
Channels 

25 

50 

100 

200 

3 00 

Bandwidth oi 
Each Channel, 8 

M-IZ 

100 

100 

100 

100 

100 

Total Basebaiid 
Bandwidth, MHz 

2. 5 

5. 0 

10.0 

20. 0 

30. 0 

8 
This includes the guard bands at the upper and lower band edges. 
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11-2. DETAILED ANALYSIS OF FREQUENCY MODULATED 
. TRANSMISSION LINK 

A frequency modulated carr ier  is described by 

C V (t) = Ac COS w t + f sin w t - m  fm- c m 
(33) 

where w i s  the nominal carr ier  center frequency, Afc is the peak frequency 
deviatiog, and fm is the rn@ulating frequency. 

The peak carr ier  radian frequency deviation, 2nAfc, is given by 

2 r M c  = KIAm (34) 

and K is the carr ier  modulator constant, radians/volt. 

The mean received carr ier  power is given by 
1 

from which 

. .  A 2  . .  

c = -  watts 2 

By. use of the following relations 

W 
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the frequency modulated carr ier  can be written in the following form: 

(3 91 

.where Jr(x) is a Bessel function of tlie first kind and order, r, with argumentx. 

It is clear that a frequency modulated wave requires a transmission 
bandwidth which is infinitely wide, since its spectrum is of infinite extent. 
In a real  system of finite bandwidth, some of the spectral components must 
necessarily be rejected. The removal of these sidebands represents dis- 
tortion of the modulating signal, s(t), and loss of predetection signal power. 
However, for r > Afc/fm, Jr(Afc/fm) decreases in ar,Apiitude very rapidly. 
This characteristic allows small, if non-zero, distortions of the signal to 
be realized in a band-limited situation. In the following analysis, iL will be 
assumed that essentially all of the ulxnodulated carr ier  power is retained in 
the transmission bandwidth, a d  fully recovered in the predetection 
bandwidth. 
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The output signal voltage of the carr ier  demodulator is 

Vo(t) = Kz 2nPfcs(t) 

where K2 is the carr ier  demodulator constant in voltelradian. 

. The mean pos’detectior, signal power is defined by 

T V:(t) dt 
’ 0 - d  - T watts 

T is the modulating signal period. 
becomes 

Substituting Equation 4Q, Equation 41 

/T [2rK,Afc s!t>] 2 

dt watts c 

T 
0 

Note that the postdetection spectrum’is double-sided, of both the signal and 
noise. If s(t) is a sinuso2=1,4 modulating signal, then Equation 42 becomes 

2n 
S 0 = 2nK2,(Af C )’ k+ sin:wmt] 

av 

So = 2rr 2 2  Kz (Aft) 2 
(43) 

This demodulated signal is uncorrupted by noise, which will be considered 
separately. 

A simplifying.assumption is made regarding the nature of the noics 
present in the carrier demodulator predetection bandwidth, Bif. It is 
assumed that the cdntinuous noise variable can be represented by discrete 
spectral components spaced df cycles apart, of the same amplitude as the 
continuous uniform spectrum. 
Figure If-3. 

This approximation can be Qbserved in 
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Fig re n-3, Noise Approximation 

Figure II-4. Phasor Diagram of . 

Carrier Plus Noise for Some Time,t 
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The noise variable in the predetection bandwidth is given by 

n(t) = A n COS (wC t w)t, 
A '  n - 2 = ?  

C 
watts/Hz (44) 

An FM phasor diagram can be drawn t o  represent the situtation of carr ier  
plus noise (Figure II-4). It can be seen from this diagram that the noise 
signal produces both amplitude and frequency modulation-of the carrier. 

The limitor essentially removed the in-phase noise component, leav- 
ing only the quadrature componert, An sinwt. 
also be demonstrated analytically by combining the carr ier  and noise te rms  
algebraically a s  

This graphical result can 

Using the trigonometric identity cos (x t y) = cos x cos y - sin x sin y, 
. Equation 45 can be rewritten 

Nfm(t) = A (cos w t cos wt. - sin w t sin wt) t A cos wct .n C C C 

= (Ac t An cos wt)  cos wct - An sin w t sin ut 
C 

. .  

whose amplitude and phase components are7 

2 2 112 
A = [(Ac t A cos ut) t (An s inu t )  ] n 

A sinwt n 
e = tan-l[A C + A n  coswt 

- J= A cos e - B sin e - A t B cos 10 t tan-' &I ' From the identity: 
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For the case of small mean noise power compared with mean carr ier  power 
(Ac >>An), these components of Nfm(t) become 

A 1 Ac (1 t An cosut) 

sin w t  e a -  An 
AC 

(4 7 )  

The condition A, >> A,! is cswl ly  realized in practice. 
designed so that a minimuni carrier-to-noise ratio (C/N)IF is obtained 
(termed threshold), which satisfies this condition. 

An FM system is 

The noise modulated carr ier  is given at demo3ulator limiter output by 

Nfm(t) = A L COS Ac = A L  (49) 

The noise signal FM wave is identical in form to  the information signal 
frequency modulated wave, where 

(50) 
n . A 
A is analogous to  f ; 1. e. , a deviation ratio << i 

C m 

The n d s e  reduction mechamism is based on this last relationship. 
components in the carr ier  predetection bandwidth produce small phase angle 
modulation of the carrier, whereas the data signal produces large variations 
of this angle. 

The noise 

This makes the two carr ier  modulations separable. 

The frequency deviation of the noise-modulated carrier,  in this region 
of operation, is given by the time rate of change of the phase angle. 
Equation 48, the postdetection {output) noise voltage becomes 

Using 

This expression indicates that the contribution of the predetection noise com- 
ponents t o  the postdetection noise voltage wil l  be proportional t o  their fre- 
quency spacing away from the carrier, i. e., components at predetection 
filter band edge will  produce the greatest output qoltage. 

11- 14 



Since a sinusoidal form was assumed for each of the discrete 
predetection noise components, tbe incremental mean postdetection noise 
power for each component is given by 

K2w 
2 2  

mo = K2 2 krdf C = (rf C qcd f  

The carr ier  postdetection noise spe t rum is viewed by each channel filter. 
Figure II-5 shows the limits' of '&e i 
demodulator output noise spectrum, namely 

channel Dandwidth on the carr ier  

f. 

flki 

fcbei 

= center frequency of ith subcarrier channel, Hz 

= lower ith channel band edge frequency, Hz 

= upper ith channel band edge frequency, Hz; 

1 

= channel equivalent noise bandwidth, Hz; equal to (fuki - flki) 
for zonal case Bi 

Note that physically realizable predetection filters exhibit attenuation at band 
edges, tending to reduce this effect. 

The noise power present in each of the channel bandwidths will next 
be ccmputed. 
AJA, << 11, and that no intermoduh ion of noise components f ;:curs, then 
the total noise power present in the it' channel bandwidth is given by 

If the assumption is made that superposition holds (because 

f .ubei 

lbei I 

th where the limits of the integration correspond to  the band edges of the i 
subcarrier channel bandwidth, Bp. 
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RECIUENCT. Ih 

Figure II-5, Noise Voltage and Power Spectrum at Output of 
Carrier Demodulator 
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Carrying through, this integration results in 

- 8 1 r ' K ~ ~  qc 3 
Ni - 2 (fubei - flbe?) watts 

C 
3A 

2 Recognizing that C = A, 2, Equation 54 can be rewritten as  

- 4n'K2'qc 3 
Ni - 3 C (fubei - flbe?) watts 

(54) 

(55) 

In order t o  relate this expression to  the car r ie r  predetection C/N, Equa- 
tion 55. can be multiplied by Bz/Bif, the car r ie r  ncise bandwidth, to give 

2 2  
3 4n Kz 

Ni = 3Bif (fubei - flbe?) (g) if 
since qcBif = Nif, the total noise power in the car r ie r  predetection bandwidth. 

The frequency modulating TT can be considered t o  be a simple 
sinusoidal modulating signal of frequency, fi, with respect to  the carrier. 
The mean signal power present in the i* channel bandwidth is then given 
by Equation 4 2  where 

o.t sin 2w.t  
(58) 

= 2sK2 2 (Afci) [* t 
0 

= 2~ 2 2  Kz (Afci) 2 

where Afci is the peak carr ier  deviationdue to  the ith channel TT. 
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Combining Equation 57 with Equation 56, 
in the ith channel bandwidth, Bi, i’s found to  be 

(zz) = [ 3 B i f k p ) L  ?] 
2(fubei - flbei 

TT-to-noise ratio, (TT/N), 

(CNWif (59)  

Equation 59 can be put into somehwat more tractable form by substituting 
€or the channel band edge frequencies, flbei and fubei, a s  follows: 

= fi t Afi fubei 

where Afi is equal to half the channel bandwidth. 

Expanding this identity gives 

(fubei 3 - flbe?) = 6Af.k.)‘ 1 1  t 2(.fi)3 

Since Afi is a small fraction of the channel frequency, Equation 61 can k.t 
simplified using 

Afi << f. (62) 
2 

’) ss 6Afi(fi) 1. 

3 
(fubei - flbe 

which can be substituted into Equation 59 to give 

Since Bi = 2Afi i s  the bandwidth of the ith channel, Equation 63 becomes 
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This computation can be performed for each of the i channels, by 
substitution of the proper values of peak carr ier  deviation due to  a particular 
channel, and its corresponding upper and lower predetection band edge fre-  
quencies. 
i channels. 

Figure II-6 shows a typical carr ier  postdetection situation for 

5 ‘2 ‘i 

-, Hf 

Figure 11-6. Carrier Postdetection 
Spectrum With i Modulating Channels 

Figure II-6 also indicates a commonly encountered link characteristic, 
that of pre-emphasis. 
quadratic output noise characteristic of the ideal carr ier  demodulator. 
order t o  assure nearly simultaneous thresholdiag of each subcarrier channel, 
itis required that 

This pre-en:phasis technique takes into account the 
In 

Each subcarrier’s amplitude (subcarrier/carrier modulation index) is 
adjusted so as to maintain the subcarrier predetection signal-to-noise ratio, 
i. e., the carr ier  demodulator output signal-to-noise ratio, constant. This 
indicates that subcarriers of increasing frequency require increasing ampli- 
tude levels. 

Since the car r ie r  demodulator output becomes the subcarrier 
demodulator input . 
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Combining Equations 65 and 66,  and Equation 63: 

2 
BIF(Afci) 

= K (for all  i) 4Afi (fi) 2 

If the peak deviation of each subcarrier is identical, the following 
results 

Afi = constant (for all i) (68) 

The ref ore 

which shows that the peak devia ion of the ca r i i e r  due to the ith subcarrier 
Afci must be a function of the itk subcarrier frequency f i e  This is imple- 
mented by amplifying the carr ier  baseband signal as a function of its fre- 
quency since the carr ier  modulation constant in radj"ec/volt is the same 
regardless of which subcarrier is doing the modulating. 
carrier modulation index is identical for all subcarriers, and is given by 

Thus the subcarrier/ 

- -  Afci - 
f. 
1 

II-4. FM IMPROVEMENT 

$ = sucarrier/carrier modnlation index (70) 

VERSUS MODULATION INDEX 

The TT-to-noise ratio in the ith channel at the output of an FM 
discriminator is given by Equation 63 as: 

The FM improvement que to  the carr ier  discriminator is 
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From Equations 71 and 72,. and Equation 70: 

= -  BIF @ 2  
'FM 4Afi 

From Carson's Rule the predetection bandwidth i s  

(73) 

where fh is the highest modulating frequency (modulating fc) and 4 f c  is the 
peak carr ier  deviation due to all  the subcarriers. For n SV' -a r r ie r  chan- 
nels each one 2Afi wide and placed next t o  each other in the carr ier  base- 
band, the highest frequency is 

fh = 2nAfi (75) 

The peak carrier deviation Af is the sum of deviations due to the c individual subcarriers:8. 

n n n 

Af C = 1 Afci = 1. $fi = $ 1 fi for n < 7 (76) 
i= 1 i= 1 i= 1 

From Equations 74, 75, and 76: 

n 

i= 1 
(77) 

If the subcarrier channels a re  placed next t o  each other in the carrier 
baseband, and the subcarrier frequencies, fi, a r e  at the center of each chan- 
nel theae frequenci'es can be represented as 

.= (2i  - 1) Afi fi 

8This is true for n < 7 .  For n L 7 see Section 11-5.. 
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and Equation 77 becomes 

Combining Equations 73 and 80 

11-5. PEAKING FACTORS 

A peaking factor P relates peak carr ier  deviation Af to  rms 
CP carr ier  deviation Afcrms: 

Af E PAfc 
rrns CP 

The rrns deviation of the carr ier  due to all the subcarriers is the 
root-sum-square of the rms carr ier  deviations due to the individual sub- 
carriers. Thus, 
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If it is assumed that the modulating subcar-iers a r e  sinusoidal 

Af c i  

rms JT 
= -  

Afci 

Equations 84 and 85 : 

2 Wci) 
AfC 2 

Up to now there has been no restriction on n. But for a small number 
of subcarriers n (usually n < 7) the peak carr ier  deviation is merely the sum 
of the peak deviations due to  the individual subcarriers. This is true if the 
subcarriers a r e  independent. Thus, 

n 
Af = Afci for n < 7 

CP 
i= 1 

This indicate3 the possibility that the n subca r rh - s  could a 
simultaneously. 

From Equations 83, 86, and 87: 

F =  
Af 
cp 

rms  AfC 

1 pea 

for n <  7 

L 

Thus. for a small number of subcarriers, the peaking factor is a 
function of the peak deviation ' the carr ier  due to  the individual subcarriers. 
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E-6.  ANTENNA EQUIVALENT QTOISE TEMPERATURE CAUSED B Y  SU'J 

An antenna beam intercepts ar, energy source at temperature Ts a s  
shown in Figure If-?, If the antenna beam solid angle QA is completely 
covered by the source solid anglens, then by ther..ial I quilibriuni con- 
siderations the equivalent noise temperature of the antenna TA is given by 

TA = TS for Qs 2 QA (91) 

But if the anterna beam solid angle is greater than the source solid 
angle 

for Qs < QA "S 

QA 
TA = - TS 

where 

TS = source temperature, OK 

TA = antenna equivalent noise temperature. OK 

Qs = source solid angle, radians 

QA = antenna beam solid angle, radians 

In the R F  region of the spectrum. the Rayleigk -Jeans L$w, Equa- 
tion 93, equates the brightness'of zn energy source and its temperature: 

2 

2 

2kTS 
"=7 

bX TS = - 3k 

where 

-2 b = brightness, watts meter Hertz-' radian-' . 

1 k = Boltzmann's constant (1.38 x joule OK- ) 

(93) 

(94) 

Ts = temperature, OK 

X = wavelength, meters 
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For a large number of subcarriers (usually taken to be n 2 7), the 
problem becomes a statistical one. 
deviation of the Zarrier would occur when all the subcarriers peak simul- 
taneously. But as n increases, the probability of all subcarriers peaking 
simultaneous ly decreases rapidly. Thus, 

The largest possible (i. e., worst-case) 

n 

Af < Af-: for n L 7 
CP 

i= 1 

And, from Equations 83, 86, and 

L A  

89: 

for n L 7 

Values of P for n 2 7 can be determined by statistical methods where, . _  
the eas'ernble of the subcarriers is modeled as a Gaussian random process of 
zero mean and three-sigma value of f 1. 
a s s m e d  a peaking factor of P = 10 dB. 

Previous work (Reference 1) 5as 
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Figure n-7. Antenna and Energy 
Source 

1.0 2.0 5.0 10 m a 9.2 . 0.5 

FIEQuENcy.oIIz 

Figure ut-8. Solar Radiacon Flux Density Versus Frequency 
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The brightness of a source and flux density radiated by it a r e  related by 

where 
-2 -1  S = flux density, watts meter Hertz 

From Equations 94 and 95 

SA - -  
Ts - 2kQs 

From Equations 92 and 96 

for Q < QA S 
SA "S = -  TA = TS 2kQA 

A 

The antenna beam solid angle is related to its effective aperture by 

2 
A = '- 

.Ae 

where 

Ae = effective aperture, square meters 

From Equations 97 and 98 

for Cs < Q A 
- 

*A - 2k 

(96) 

(97)  

(99) 

Figure 11-8 presents the flux density, S, of solar radiation as a function of 
frequency (curves a s  taken from References 2 and 3). Equation 99 .can be 
used to convert f lux density, S, into antenna equivalent noise temperature if 
the antenna beam solid angle is greater than source solid angle (0. 5 degree 
for the sun). .For  example, Equation 99 'can be used in conjunction with a 
30-foot parabolic antenna only for'frequencies less than about 5 GHz. At 
frequencies above 5 GHz, the antenna beam solid angle is less than 
0. 5 degree, and the equivalent noise temperature falls off a t  an additional 
20 dB per decade. 
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II-7. GLOSSARY 

Carrier predetection equivalent noise bandwidth, Hz 

Equivalent noise bandwidth of ith channel, Hz 

Carrier center frequency, Hz = wc/2a 

Center frequency of ith channel, Hz 

Lower band edge and upper band edge frequency of i 
channel, Hz 

Carrier-modulating video baseband, Hz 

Peak Ceviation of ith subcarrier or half the ith channel band- 
width, Hz 

Peak carr ier  deviation due to ith channel, Hz 

Modulation index of ith channel-carrier, Hz 

Test-tone-to-noise ratio in .ith channel bandwidth 

th 

IF carr ier  predetection SNR 

Video postdetection SNR 

Noise spectral density, watts/Hz, in carr ier  predetection 
bandwidth 

Carrier modulator constant, radians/volt 

Carr ier  demodulator constant, volts/radian 

Peak carr ier  amplitude, volts 

Peak carr ier  amplitude affer limiting, volts 

Peak modulating signal amplitude, volts 

General data signal, of frequency w m 
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APPENDIX LU. GRAVITY -GRADIENT TORQUES 

Consider a general body whose center of mass is a distance r from 
the center of the earth as shown in Figure III-1. The force on an element of 
-mass in the body is given by: 

where the bar above the letter denotes a vector and the letter alone denotes 
the magnitude. 
the earth. From Figure 111-1 

G = 9.563 x lo4 miles3/secz is t h r .  gravitational constant for 

-- 
R = r + F  ( 2 )  

and by the law of cosines: 

r 

Substituting ?quations 2 and 3 in I 

The moment about the center of mass due to the force on an element of mass 
is given by . 
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Figure In-L General Gravity-Gradient 
Geometry 

8 
f 

Figure III-2. Orbital Coordinates 

Iff- 2 



Now, expanding the denominator expression of Equation 4 in a Taylor’s 
series, and keeping terms of the order of dr, the following results 

-6 This is a good approximation, since for an LAS p / r  < 10 . 
From Figure EI-2 it can be seen that 

- r 
r i 
- = e  

where the letter e denotes a unit vector and the subscript denotes the 
direction. . 

Substituting Equations 6 and 7 into 5 the following results 

By definition of the vector product 

thus Equation 8 becomes: 

Now express 6 in terms of the body coordinates defined in Section 3.6 

= xe t ye -I- “eZ 
X Y 

2 2 2 2  
p = x  t y  t z  
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From Section 3.6, Equation 52, 

- 
p x e i  = 

e e 

x y z 

Using Equations 10 and 11, 

- 
e t a e t a e ) (xex t ye + zez) 

("11 x 12 y 13 z Y e . .  p = 
1 

= al 1x t al 2y + a1 3z 

= (a13y - a12z) ex t (allz - a13x) e Y t alZx - =4; 



Integrating Equation 9, the following results 

If the x, y, z axes a r e  principal axes of inertia with origin a t  the center of 
mass, then: 

I x y  dm = f x z  dm = I y z  dm = 0 (15) 

Then . 

Substituting Eqnations 12, 14, 15, and 16 into Equation 13, the 
expression for the gravity-gradient torque on the body is obtained: 

By definition of the moments of inertia 

Ix = j y 2  t e2) dm 

2 2  I =I' (x t z  ) d m  

= / ( x 2  t y2) dm 

Y 

1z 
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Thus, 

J ( Y " - z  2 ) d m  =J[(y2+x2). ( x 2 + z 2 ) ] d m  = I z - I  

/ [ (y2 -t 2') - (x2 + y2)] dm = Ix - I2 
/ ( z 2 - x  2 ) d m  = 

J (x2 - y dm = J [ (x2 t z2) - (y2 t z2) ]  dm '=  Iy - I X  

S 

2 

Now, from Section 3.4, Equation 1 5  

2 G 
W O  = 7 

r 

Substituting EqJstions 18 and 19 into Equation 17 

(191 

* -  
M = 3w0" <Ix - Iz) all aI3 

gY 

The matrix elements ajj  a r e  given in Equation 52 of Section .3. 6 from which it 
can be seen that Equations 20 through 22 invalve sums and differences of 
products of trigonometric functions of thk Euler angles defined in Section 3. 5. 
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